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ABSTRACT

Deternining the reliability of newly designed systems is one of the most important

functions of the acquisition process in the military. Tracking the growth in reliability

of a system as it is developed and modified repeatedly is an important part of' the ac-

quisition process.

This thesis extends and expands a reliability growth simulation program written

previously. It analyzes the capabilities and limitations of two discrete reliability growth

models to determine which models are most applicable in estimating system reliability

under a variety of different growth patterns. Negative growth patterns are also consid-

ered. The result of this thesis is a FORTRAN simulation which enables a more accurate

estimate of systemn reliability using test data generated during the development pliase of

an acquisition program. .r ,.
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THESIS DISCLAIMER

The reader is cautioned that computer programs developed in this research may not

have been exercised for all cases of interest. While every effort has been made. within the
time available, to ensure that the programs are fiee of computational and logic errors.
they cannot be considered validated. Any application of these programs without addi-
tional verification is at the risk of the user.
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1. INTRODUCTION

The reliability of a particular system or piece of equipment is one of the most i,-

portant IlIctors in assessing its true value. A system with tremendous capabilities that

spenkds an inordinate amount of time in the maintenance facility is usually less desirable

than an alternate system .%ith relatively moderate capabilities that has a much higher

avalability. 1 herefore. accurately measuring the reliability of a proposed system during

the test and lesign phases is an integral part of the materiel acquisition process. Tradi-

tional reliability estimators rely upon conducting a sufficient number of tests or exper-

iments so that a statistically valid point estimate or confidence interval can be

,a',lished. These traditional estimates assume a constant or lixed reliability during any

:.irticular design phase. Since reliability will almost certainly fluctuate from uhase to

piase of the acquisition process. methods are needed that track reliabidity as it changes.

.dditionailv. systenis being produced presently are more complex and claim a much

higher reliability than those produced just a few years ago. VerilVing high reliability in-

herently requires sigificantlv more testing than does verifying relatively moderate reli-

abilitv since items are tested until failure. Therelore, all test data should be utilized to
! . the utmost.

. The process of testing and evaluating newly designed pieces of equipment is very

costly in terms of both time and money. Typically, the test engineer must face limutations

in both of these resources and occasionally must compromise on either the extensiveness

of the test desien or the numlbfer of trials to be run or both. It may be assumed that the

constraints on time and money will not dimlinish in the near future -- if anything, these

constraints will become tighter. Therefore. methods that are able to produce accurate

estimates of system reliability For a smaller investment of resources are very desirable.

Reliability growth models are one such method.

Reliabilitv growth models make use of'all available test data. Results from previous

phases of design are combined with current test data so that a pattern of reliability is

established. These models often make use of a procedure known as lailure discounting.

l:ail re discounting involes removing fractions of pievious failures in order to make

allowance for reliability impro,.cment as the sxs, .m evolkes. The reliability pattern es-

tablished by a reliability growth model becomes the h.,sis for producing estimates of the

actual system rcliability.



There are two types of reliability growth i models -- discrete and contiiuou,;, A

continuous model is based o.i the time until lb tlure of the ;vteni under consideraron.
Obviously, a number of distributional assumptions are necessary in a model of this type.
Discrete reliability growth models are emploved when test data iclerences the niiunbcr
of ;xstem tests and ldAIlures in a particular design rlhase. II order to use a discrCte rcli-
abiity growth model one must be able to clasif\ a test result as either a aliiure or a
success. In other words, the test data must be attribute data. In this thesis. situations
where test parameters may classify a trial as a partial success or a partial failure are not

allowed.

This thesis addresses discrete reliability growth models. The major objective is to
analyze the capabilities and limitations of two such models. Two diflkrent methods of
discoUtting previous Lailures are also evaluated. A previously designed simulation rro-

grain Ref.l 1: pp. 36--16] is expanded or modified as necessary in order to more I'Uil. de-
v.elop the two discrete reliability growth models being examined. The original simulation
,uses actual reliabilities and Monte Carlo techniques in order to generate a random rcili-
ability growth pattern. The test data generated by this growth pattern is then used in the
reliability growth models in order to produce estimates of system reliability. A variety
of different reliability growth patterns and a broad spectrum of failure discounting pa-
rameters are systematically evaluated. At each phase, the estimate of system reliability

is compared to the actual reliability. The applicability of the two discrete reliability
erowth models, to include limitations and capabilities is also addressed.

The following chapter describes each of the two discrete reliability growth models
bein-,, considered. Aa explanation of the two flailure discounting methods is also offered.
Additionally, work done in this area previous to this analysis is sununarized. Chapter 1I1
discusses :ic incthiodology used to conduct the analysis, to include the computer simu-
lation. Chapter III also describes the various different growth patterns that were ana-
lyzed. Chapter IV presents the results of the analysis. Chapter V details conclusions and p
recommendations.

%'



11. DISCOUNTING PROCEDURES AND DISCRETE GROWTH

I1ODELS

A. BACKGROUND

In tIhis chapter, two discrete reliability erowth models ale described. Two separate

techniques of discounting failures are also explained. Both methods remove a fraction

of a previous failure when the system successfully completes a trial without a reoccur-

rence of the particular failure cause. Reliability is defined as the probability of the svs-

tern successfully completing a single trial. The exact definition of a test trial is much

more difficult to fix since. typically, the constitution of a trial is the responsibility of the

testing agency. Normally. a trial may be considered as the exercising of the particular

, system in a ma,:ner consistent with its purpose. If a weapons system is bein,, evaluated.

for example, then a trial could consist merely of a single attempt at target accuisition

or proceed through target acquisition to an attempt at target destruction. The precise
definition of a trial depends in large measure on the purpose or goal ofthe test. For the

purpose of this thesis and in order to utilize discrete reliability growth models, a trial

must be defined so that it is discrete and can be evaluated as either a success or failure.

Partial successes are not allowed.

A testing phase may be defined as a number of trials, one or more, during which

the configuration of the system is unchanged. Therefore, during a testing phase the ac-

tual syvstem reliability remains unchanged. A test phase may consist of one or more

system failures. If improvements or changes to the system are et~lcted after each system

failure (a test-fix-test scenario) then a phase would consist of one system failure and all

of the successful trials leading up to that failure. Alternatively, the test design may dic-
tate that testing be continued until a certain number of failures occur. Under this sce-

nario (test-find-test) the cause of system failure is identified but system coniliguration

remains unchanged until the pre-desianated failure occurs. In general, a phase will en-

compass all of the trials between system configuration changes.

B. FAILURE DISCOUNTING
Testing Conducted during iia stag particular ste often indi-

cates low reliability. Generally, weaknesses in the configuration of the system or defects

in the quality of its components cause system failure. Test designs are established so

3
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that the cause for these failures can be identified and corrected. Theoretically. then. as

a weakness or a defiect is identified and. hopef'ully. corrected the probabilit of that

particular weakness or defect reoccurring should be reduced. This reduction in the

probability of occurrence of a certain failure cause leads to improved system reliability.

This concept is fully utilized in failure discounting.

In order to effectively discount previous failures it is criticai that the cause of' the
failure be properly identified. The level of detail that one wishes to ascribe to this iden-

tification process is dependent upon the type of system being evaluated and the purpose

of the test. If a complex system is being evaluated then a failure cause may be failure

of a certain component or sub-component. The precise element that caused system

failure is not critical but the ability to assign a failure cause to each system failure is.

Correctly determnining failure cause is very dificult. particularly when dealing with coin-

plex systems. Therefore. it is conceivable that design changes do not improve system

reliability -- in fact. these chanecs may even degrade reliability. To apply the fa.ilure

discounting procedures described below, one must be able to assign a lilure cause to

every system failure even though it may be done erroneously.

1. Standard or Straight Percent Failure Discounting

The standard discounting method will reduce a previous failure by a fixed

anmount after a predesignated number of trials have been successfully conducted without

a reoccurrence of a tfailure due to the same cause. This method has been detailed fully

in previous work [Ref. 1: pp. 14-171 so only a brief description and an example of its

application will be included here.

To employ the standard discounting method one must specify two parameters

- the Fraction of a failure to be removed, F. and the discount interval or the number of

successful trials, I, that must occur before application of the disount. For the purpose
of this paper and to use the simulation described herein, these parameters are specified

at the outset and remain constant throughout the test. Tle number of successful t ials

since the occurrence of the failure is refelrred to as T. These three values, F, I, and T

are then used to discount previous failures at the end of each phase.
Mathematically, the standard discounting method is given by Equation 2.1:

T
DISCOUXVTED FAILURE (I - r

The term INT in the above equation refers to the integer portion of the argumentF
As such, if the number of successfl0l trials, since the failure cause last occurred,

4
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1'. is less than the number of trials required by the discount interval. 1. then L.\( T
I %

will be zero thus causing no discounting to be a pplied. Additionally, should a 1"Lil:re

cause reoccur then the value of T is returned to zero thus rernoving any previous dis-
Icounting that may have been applied. This ability, in eflect. acts as a penalty Factor.
te

If a failure cause should reoccur then previous design changes may not have been ef-

lective and thus any prior failure discounting could be unwarranted. The rate and

amount of ilure discounting can be controlled by altering F and I. If the systeni under I
evaluation is relatively simple and a proven failure identilication process is in place, then

a laree discount to system failures may be wvarranted. This will result in a prediction of

rapid reliability growth.

Table I. STANDARD DISCOUNT NIETIIOD EXAMPI E

01~ ~ )AS IRA AL L~ St~ I-I, 11.\S L T ".,!.\ L F. I L \ .U'. 1)I2 L,

1 0 S S
1 F S

2 3 1 S S
2 4 S S

3 6 2_S S
3 7 2 S S

3 8 2 S S

3 9 2 S S
3 10 S S
3 _ li 2S S
3 12 3 F S

A small example of the application of the standard discount method will aid in

clari'ving its abilities. Consider the data iII Table 1. Tlhis test data is purely lictitious

and is intended solely to illustrate the use of the standard discount micthod. We will

assume that improvements or repairs are ell'coted after each failure so actual system re-

liability is riot constant.

Table I represents three phases of a test-fix-test scenario where two failure

causes, X and Y, have been identified. It should be noted that under a test-lix-test plan.
I
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a phase will terminate with system failure. The result of each trial is listed as either a

success or failure for a particular failure cause.

The two parameters necessary to employ the standard discount method are the

fraction of failure to be removed. F, and the discount interval, I. Assume that F = O.5(

and I = 3. System fbilure number two, attributed to failure cause Y. terminates phase

two. At that point the failure due to cause X that terminated the first phase has had

three successive successful trials so fhilure discounting can be applied:

.IDJUSTED F.IILURE= ( I - o.50) T =.50

Thus, for reliability computations at the conclusion of the second phase. the failure that

occurred during phase I is only counted as one-half of a failure.

Phase thre terminatCs with a failure due to cause X. The value Cor T then is

set to zero and thus when applied to the failure that occurred in phase one. full value is

restored. At the end of' phase two this failure had been discounted to 0.50 but. because

the lfailure cause reoccurred, this discount is viewed as unwarranted and the lailure is

returned to one. I lowever, at the end of phase three failure cause Y has had seven suc-

cessful trials. Therefore. discounting is applied:

tD.IUS I-ED F, IlL URE= (I - .50)'' T (.50 - -=- 0.25

Therefore. when computing reliability estimates at the end of phase three. only 2.25

,sStem failures failure number one plus failure number three plus the discounted value

of tiailure number two) are considered instead ofthe thttee ifilures that actually occurred.

1 he standard discount method described is very flexitle because of its two pa-

ram,':ters. SCtting values for F and I does, however, require a good deal of prolesqional

judenient and expertise. To avoid conflicts in setting such values David K. Lloyd pro-

posed an alternate method of discounting 'ailues [Ref. 21. lhe Lloyd method is de-

. ibCd in the next section.

2. Lloyd Failure Discomiting

I)iscountirg previous (ailures using the Lloyd discounting method is based on

thi, prcimise tlh;tt tIlCIre slIould be sonic ;oit of statistical basis tFor dc! 'rmining iow n ruch

a prex ioUs failure should ie discounted. Lloyd ollrs tile upper coniince limit of the

probabilit, that a liilure cause will occur again as the discounted value of its respective

I""



faIilure. The confidence liits for this prohaL'ility are bascd on the immbhcr of' succcs,,'l

trials since the fa11ilue Cause last occurred. Idra test-fix-test scenario this is qivae

to the number of' successful trials since the last "IjlLire. This nUmber was deflneci ;in the

description of' the standard discount method as 1'. In order to imiplement Lloyd f'ailtue

discoLunting, one must set the levcl of confidence desired f'or the confideceI 11o11nd. PI the mnethod is applied on every trial there is no requirement to specif'y an interval,.l
though as will be explained I n a later chapter. speciling aii Interval for the LloydI method can be done and mav be advantaueous in some situations.

The Lloy-d discount method may t-e mathematically expressed as followvs:

,1DJUSTED F.-IILLRE = I - (I - CI) 7- if T > 0 (2.-,)

InI the ab~ove equ~ation CI is defined as the level of confidence dlesired and -1 is thIe

nui's o uccessiial trials. If-F has a value of zero thenI the VaIlue of' the aIdjusted 1fajiUrc

is set to one. Settina the va-luie of' the adjusted failure equal to One whenl T equalZIs Meo

gives the Lloyd method the ability to restore ail of the value Of a dJiscounted Cailure

should Its fIire cause reoccur.

T.ihle 2. LLOYD [DISCOUNT METHOD EXAMPLE

TOTA L FAILURE 1 -S''-1
lII ASE TRIAL FAILURES CA U IF 1,It RES

I I o) S S _______________ ____

I~~~ F_ _ __ _ _ _ )

2 1. S S 4 '4

I 241 S S 0-.684

F ~2 0.5 36 + 1.-0004 = 1.536
2 _______ S S 0.413s 4 0.9400 = I23

2 S S 1628) + 4-3=
- ~ I)S S 4- (1 0~~

3 If2 2 1 S 0 2.56 3,0( =424 0.26 1

12. S. .. )( 2. % . .
**~~**' ~ ? [- F~vA VJ V -% '%



Table 2 illustrates the use o' the Lloyd method, Tie test data is the same data

used to demonstrate ;he standard discount method. Since the Lloyd method i applied

on every trial a lurth colunui has been added to the table retlecrinmz the current v ,,;u

of the adjusted aiIlure. Let us as.,ume that the confidence interval desiied in .his casec

was .90.

If reliability is computed at the completion of the third phase then 2.2S system

lailures would be used under the Lloyd discounting method as opposed to the actual

value of three that occurred. T'he last colun off the table indicates the speed that Iilures

become discounted with the Lloyd method.

Ihe two discrete reliability growth models that will be examined are described
in the next section. Each model makes use of discounted falilure data and each has

demonstrated. through simulation, the ability to estimate constant and concavel% in-

creasiing reliability with reasonablez accuracy.

C. DISCRETE RELIABILITY GROWTH MODELS

Both c" the discrete reliability growth models to be presented assume a constmt

system reliability within a phase. The first model to be examined will be the Maximum

Likelihood Estimate with Failure Discounting (NILEFD). This model is merely a deriv-

ative of the conventional single phase maximum likelihood estimate. The single phase

maximum likelihood estimate considers only test data generated duririg the current

phase. Tlhe NIILEFD, conversely, is cumulative in that it considers all of the available

test data. The test data from ear ly phases during which the actual system reliability was

diff'erent requires adjustment. Thus, the use of fiilure discounting techniques provides

a method by which ailures occuring early in the development process can be assim-
ilated into current reliability estimates. The second model is a regression model bascd

on an exponential single phase reliability estimate. It estimates reliabilitk for each phase

using an exponential model and then performs a linear regression on these estimates to

obtain a current estimate. The simulation program that was written to evaluate these

two models was designed so that failure discounting may or may not be invoked with

either model.

Bciore olfering a general description of the two models it is impoitant at this
juncture to digress For a moment and discuss the exact methodology that will be used to

incorporate discounted failures into the various reliability estimates. As was seen in tile

section prior, discounted or adjusted fIilures are rarely if ever intecer-valued. While this

does not present a problem for the NlLEFD reliability growth model it does pose an

" !
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obsta,.le to using the exponential regression model. The convention devised in C '.ptain,

Drakes thesis [R ef. 1: p. 231 will be continued in this paper. The number of trials up to

and including a particular failure will be divided by the adjusted iilure so t!at an ad-

justed number of trials is computed. The adjusted failure value is then returned to one Wk

from its previous fractional value. The formula for computing adjusted trials is then:

) ..- ,-TO_ IO . L. ITR1.t[1 .LS.ID JLSTE !D TRILS = TL RlLN2. ]
.. DJUS TED F. I1L URE

The appeal or this method is that the result is an integer number of ltiilures while main-

taininz a constant ratio of number of failures to number of trials. While the adjusted

number of trials may not be integer-valued they may be adjusted to integers, if ieccsariv,

through roundine with a much smaller effect on reliability co nIputations than t mdi:Hc

adjusted failures.

If a failure had been discounted utsing either discunti1,,. tinrc,! hI i 0 Ole _.

for example, and the number of successful trials since the 1'ilure occut red aas ten then

the ratio of falilures to successes would be .25 to ten. Using tihe method descrihed ahoy e.

the adjusted failure and actual trials are divided by the adjIItcd filure vielding a 1'ilure

to success ratio of one to forty. Thus, the number of trials has been adjusted from ten

to forty and the number of failures has been returned to one from .25. Since the ratio

of failures to successes remains the same reliability computations 1iu]l ot [-e a fIected.

Both of the models described below will make use of this method in computing reliability

estimates.

1. MIaxinmm Likelihood Estimate with Failure Discounting

The traditional estimate of system reliability is the nia'ai mnt likelihood e,ti-

mate. Letting R denote the estimate of reliability, the maximum likclihood estimate may

be expressed as follows:

TO T.I.L 7RI 11S - I '1,. .IIL'R FS
T11,. 1L Thf1. LS 

or alternatively:

SUCCESSFUL TRIALS
70TAL IRIALS

As stated previously, the maximum likelihood estimate assumes a constant re-

liability between phases. It also requires a large number of'trials to accurately estimate

%w
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the underIviniz svstem reliabilitv. Failure discountiiie is used tomake pric'.I~ous test dara

Com1ritible wi1th current results and thus increase the total numberIIC of' trials avaia!)IQ>

I lowever, since the actual sy-stem, reliability is uni.kon It b~ecomies a very noni-trivial

task to select the ap propriate discounting mecthod and the coirct pa.rameters.

'Wheti reiouIs test data IS Made available_ through' tile Use Of' a discounting

routine the equation For estimating the system reliability becomes:

TO 7T. 1L TR I. ILS - TO1TA L .IIDJL USTED F. IIL URES
TOTAL TRILS

or if the convention of restoring the number of fa.ilures to integer values is adopted

R = TO TAL AIDJUSTED TRIALS- TOFAL FILURES (2.4)

To utilize the NI LEFID reliability Lzrowth model onie first records al of' the test

data from the cui rent phase. The discounting method to be used is then performed on

the previous test data and an adjusted flailure value IS com1puted flor eat.1 prev1Oios !iHiluIF.

Teadjusted number of trials For each ftiiluie is then computed using Equation 2. 3. Thei

stimate of reliability for the current phase is then calculated using Equation 2.4 above.

One deficiency of thle maximium likelihood estimate is that, when testiniz is ter-

mninated after a fix\ed number of falures, the NILE is inherently a biased estimator of the

actual reliability%. TI e expected value of the miaximumn likelihood estimiate has been de-

rived in previous work [Ref. 3: p.341. It may be expressed mathematically as follows:

E[R] = I + (--)n(l - R) - i(I - R) (2.5)

where R represents the actual reliability of the system. J hie bias. B(R), in the estinliate

may be calculated usingz the formula:

13(R) = Ll R] -R

Table 3 below depicts the perf'ormanrce of' the maximum likelihood cstim[L e for

different. values of actual reliability. R. The bias is Inherent to the estimate inI that it will

he prcsent regardless of the validity of' thle assumption of constant phase reliability.

The Use Of l11iilure discoun1tingi Canl offSet the flket of' ias as Well as handle

changing systemn reliability. I lowever. this puts a lot of' additional weight on the ability

to correctly select the best method and choose the proper parameters. Alternatively, if'
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an estimator of system reliability had to be biased one would want it to be conservaivelv

biased as is the M LE. Underestimatimnz actual system reliabilirv is normally less costlyo:

than overestinating. I lowever. a less biased estimate would be benelicial. %

r
.

Table 3. INHERENT BIAS IN TIHE MAXIMUM LIKELIHOOD ESIIMAFE 0

RELIABILITY T ER] B/ R
tL N ) .1 .3 1 7 -A ) .1 9 3"

(1.64: 01.38 9) . 4.2 1 .,I
4. 74 0...184 -0.21 1.

0.80 r598 - .2. 2
0.90 0 .7..44 -44. 156
4.9i (.842 I01)

(1., ('S92 - .7I
,[' A 4.,) 5 3 - 4 4 4 3 -

2. Exponential Regression Estimate

The exponential regression reliability growth model was developed by II.

Chernoff and W.M. Woods and based on the exponential single phase estimate [Ref.

41. The derivation of this model has been developed fully in previous work [Rel. 5: pp.

3-5] so for the purposes of this paper a general sunumary of results will be otlrrcd.

The basic form of the exponential single phase estimate fbr a phase k i.e.. after

the kth improvement or alteration has been made, is stated in Equation 2.6:

R= e (2.(o)

where R?, is the reliability estimate and the coefficient of the exponential term., Y. can

be calculated as follows:

Yk= + 4 _ ... I+ i' >2
2 3 (.k -I) Vic 12

where X, is the number of tri;ls up to and including the first Itilure in phase k. If X,

equals one then 1, is defined e(ual to zero. It should be noted that this estimate was

developed For the special case of testing until the first failure is encountered. If system

failure occurs on the first trial (J, = 1) then Y, will equal zero and system reliability will

11.
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be estimated as 1 - el, = I - 1 = fa. If laiure occurs on tle ird trial. lhen !x C\ po-

nentiail sin.fle phase estimate wouid vield I- - =

In order to evaluate the properties of the eponclirial sinuli phase estmate a

small simulation was dcsigned. Geometric test dat with actual relia:ilitv .wcre % CI Cr-

ated using a transformation of a standard Lniidrmi o.11 random number. Ten thous.ud

sets of' 2eometric data were generated for each V;lue of- R. Table 4. represents the results

of this simulation. Also included in the table is a simulation of the maximum likelihood

estimate. I R). using the same test data.

'Fhe values generated for the mean of the maximiurn likelihood estimate. R.

conform lalv well with the theoretical results, thus the simulation itselfis accurate. The

values generated for the exponential estimate, R? , while still underestimatingi the actual

eliabiiity, are clearly less conservatively biased than the tnaximum likelihood cstimite.

Ihe sample variance and mean square error of each estimate is al;o rcpresentcd in Lhe

ta-lie. i-he mean square error of each estimate is the suM of the variance and the qtuare

of the bias. It can be seen that as the actual reliability exceeded .70 the mean square

error for the exponential estimate became less than the mean square error of the maxi-

mum likelihood estimate. Therefore, the advantage of a lower variance for the maximL'um

likelihood estimate at values of actual reliability below .90 is offset by the greater bias.

"Table 4. PROPERTIES OF THE EXPONENTIAL RELI.ABILIiY ESTIMATE

Mlaxim um Likelihood stimlate Exponetial Estiniate
R R[R] ?) Ms/. R R V i- t 1" 1

,.3,7 1 0.3'12 .1l 0.141 0.357 0.137 1 7

()..89 i'.3 .S 7111 ) 1;7 0 .4 1 0)] 43 . I6

(.484 .480 0.115 0.103 1).547 ).l4o I 3

1. 0 P55~ .10)7 0. 1-11) 0aooI 0~.121 01,'(
Ii ) . 7 43 .) ). 1P)3 (C -147 -. (11 11)0 p)( 797

S .8--2 1).842 P)..5 o.m)o2 .8 1 -).4)7 .4752

2.21 0 331 91.233

(p1 53 (.5 4 0. 1). 1 ( .ll5 (1.' , I )112 ,

S12

I:,I
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The exponential resression reliability growth model developed [, (hernolland
W\\oods uses the technique of linear regression to estimate the coellilLiet of the expo-

nential term. The model can be expressed mathematically as Ibilows:

1. = - (2.7)

In the equation above k denotes the testing phase being used to compute the

system reliability. i and #3 are computed at the end of each phase using tile techniques

of linear regression thus yielding an estimate of system reliabilitv. The exact derivation
ofthe linear regression formula for a and J1 is detailed in other sources [Rel' 3: p. 2] and

is provided at Appendix A for the interested reader.

This model requires that both f'ailures and trials be integers. Therefore. when
adjusted trials are computed using Equation 2.3, the value obtained must be rounded to
the nearest intecer. Since 'inear regression is employed. ihis model huas the ability to

:rack chamging rcliability without the use of failure discounti1ng.

D. SUIMARY OF PREVIOUS WORK
Analysis of reliability growth models has been a continuing process. and many

advances have been made in deterrning their properties [Rel's. 6.7]. It would require mnany

pages to summarize all of the previous voik in this area. For the purposes of this paper.
the summnarv will detail only those results which have a direct bearing on the simulation

being used to evaluate the two reliability growth models.
:\ simulation to evaluate these models was constructed by Captain Janes Drak,

[ Ref. 1: pp. 3o-461. lhis simulation was written to handle growth patterns where actual
reliability was constant or growing at a fixed rate. Since one of the objectives of' this
paper is to expand the number of reliability growth patterns that can be simulated it is
important, at this time. to summarize Captain Drakes work to include the assumptions

necessary to run tile simulation and some of the limitations.

MIlany reliability estimators are too mathematically conplex to allow closed form
solutions of their properties. In order to compare these propeties computer sinulatiori

is one of the only techniques availa le. The simulation constructed by Captain l)rake
builds a reliability growth pattern and generates test data based on known system reli-

abilities using the geometric distribution. The discrete reliability growth model being

Cealuated has aLcess to this test data for reliability estimation. The test data generated
by the computer simulation is typically the number of trials up to and including failure
and the cause of sstem failure for each predesignated failure in a phase.

13
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The inputs required to run the original simulation are 1: pp. 40-411:

1. Number of testing phases.

2. Number of system f'ailures allowed in each phase.

3. Number of possible failure causes. ,

-4. Probability of non-occurrence of a particular failure cause in the first phase.

5. Reliability growth fraction.

6. Discounting option and parameters.

Several assumptions were necessary to produce an adequate simulation based oil
these in:pLts. These assumptions are grouped into two categories -- reliahility growth

pattern assumptions and failure cause assumptions. File assumptions required for simu-

lating the rciiability growth patter- are [Ref. 1: pp. 37-3S8:

I. The reliability growth pattern is non-decrcasing.

2. System reliability changes only at phase boundaries.

S. Equipment improvements are implemented imuncdiatelv after a phase ends and
before any further testing.

4. Failure causes are corrected only at the end of a phase.

5. Each design improvement or repair removes a fixed fraction of the probability of
reoccurrence for the corresponding failure cause.

These assumptions narrowed the scope of the reliability growth patterns that could
be evaluated. The first assumption does not allow the model to track any reliability

growth patterns that exhibit periods of declining., rcliability. While for tile most part ac-

tual system reliabilities will be non-decreasing, this restriction does preclude a complete

evaluation of the reliability estimators under consideration. Assumptions two and three

are consistent with the previously stated definition of a testing phase. Assumption three

does not allow modeling of long term design changes that while indicated, may be post-

poned for whatever reason. Assumption five represents the method that is used in the

simulation to model the impact of design changes or improvements. Accordig to this

assumption, any improvement or design change will remove a fi\ed fraction (user input

number five) of the probability of' occurrence for a failure cause. The underlying as-

sumption is that all improvements are equally ell'ectiVe.

These assumptions were necessary to generate the tv pc of reliability growth pattet n,

desired in Captain Drake's thesis. By Introducing the concept of' fixed phase reliability

and modifying the original simulation accordingly, four of these five assunllptions were

14
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no longer necessary. The exact inethodolLy used 1o eflrCt this M,'ndiicaion Wijl .e e---
tailed in the net chapter.

The last categorv of assumptions in the original simulation are the Ilxii,.re cause

determination assumptions. These assumlptions are [ Re" I p. 3!:-

I. There exists a finite number of possible failure causc .

2. Each tailure cause has a fixed probability of occurrence in each phase.

3. System reliability can be modeled as a series svytem of the failure causes.

4. Each failure cause is stochastically independent of the other failure causes.

Assumption three dictates the method by which the actual system reliability is

computed in the simulation. Since the occurrence of a failure cause, by definition, means

systeni failure, modeling the system as a series is acceptable. [his implies then that the

actual ystm reliability may be mathematically expressed as:

R Pi) (2.8)

i=1

In the above equation P, is the probability of occurrence of the ith failure cause and

n is the total number of failure causes.

The simulation is able to generate descriptive statistics about each of the reliability

growth models being exanined. These statistics include the mean, its confidence interval

and the standard deviation for each reliability estimate at each phase. In order to

produce these statistics the simulation should be replicated a suflicient number of times.

The mean and the standard deviation are computed in the usual manner. The confidence

interval calculation assumes a normal distribution. For the purposes of this paper. 5()0

replications of each set of' input data were conducted so the normality assumption

should be reasonable.

One of the limitations of the model in addition to the restricted number of reliability

growth patterns that could be analyzed was in the application of the discounting meth-

ods. The Cull range of input parameters could not be explored due, in large measure, to

computcr limitations. This limitation typically manifiested itself at relatively high systcni

reliability. If a hailure cause with a very low probability of' occurrence caused syztemn

11uliUre earl and if the input parameters for the discounting method were set such that

a relatively large fraction of this failure was discounted over a relatively short number
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of successtil trials then it was possible For this early failure to be discounted to essen-

tiallv zero. When the adjusted trials were calculated utilizirg Fquation 2.3
.iCTU. iIPIS(ADJUSTED TRIALS = -/) I,-E) then the value approached irilin-F IlL UREitv creating a system error in the computer.

This problem was solved by specifving a lower bound for the adjusted tailure. If the -

failure was discounted so that its adjusted value was less than .00001))1 then the adj LIsted

failure was set to .000)001. This rnodiflication allowed the full range of input parameters

for the discountin-, methods to be evaluated. The effect on the estimate of' system reli-

ability is negligible.
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II. METHODOLOGY

One of' the major objectives of this paper is to expand the simulation described iII

the previous chapter so that a greater variety of reliability growth patterns could !C USC '

to evaluate the two reliability growth models. This was accomplished through a modili-

cation of the simulation that allowed the user to input the desired system reliabritics at
each phase. This chapter will detail the method that was used to eltect this modification

along with a description of the reliability growth patterns and fiilure discounting options

that were used.

A. FIXED PHASE RELIABILITY P
One of the limitations of' the original simulation was that only constant reliability

,)r reliability that increased at a constant rate could be modeled. If a pred,.vgizna.ted fad-

ure cause resulted in a failure then that failure causes probability of occurence on any
succeeding phase was reduced by a predetermined constant amount. Thus. once the user

of the simulation established the initial inputs for phase one, he had very limited control

over the actual system reliabilities in the subsequent phases.
In order to evaluate the two reliability growth models undcr a greater variety of"

potential reliability growth patterns the concept of fixed phase reliability was introduced
as an option to the original simulation. With this modilication of the program. the user

has the ability to fix the actual system reliability at each phase. Thus, the reliability

growth models can be used to estimate system reliability under any reliabilitv growth

pattern the user desires.

Incorporating fixed phase reliability into the simulation necessitated an expansion
of the user-provided input. The basic premise used in computing actual system reliability
remains the same. This prenise is that system reliability is the product of the probabili-

ties of success of the failure causes ( Equation 2.8. R = I1 - P,) ). Originallv, the
simulation required that the user input the probability of success for each failure caus;e
for the first phase. After that. the firactional improvement factor dictates the actual sx s-

tern reliability in succeeding phases. If the option of' fixing tile phase reliabilities is clo-

sen, then the user must specify the probability of' success for each failure cause in each
phase. Equation 2.S is then applied at each phase to ,icld the system reliability.
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The table below illustrates the inputs that would be required to produce a growth

pattern that initially declines and then increases rapidly. The scenario d.,picted is a qI- F

ple one involving five test phases with one 1ihifure per phase and two f",ilure causes. X

and Y. Desired reliabilityv is user determined.

Table 5. FIXED PHASE RELIABILITY EXAMPLE

DESIRED 1_TS ER IN1)UI S :CFI AL
PHASE RELIAIBIL- PROBABILITY OF SUCCESS RE!.I-

ITY CAI.SE X CAt S Y :\i[.IS-Y

I(i. So 0.90 0SY 9.,
2 o 70 .S3 O.S.4 (1.()97"

3 fl.bS5 ).77 I-I 0.-"

J ' .- 5 0.9-4 0.$9or 2,

The actual reliability for each phase was computed using Equation 2.8. Consider

phase one. for example. The desired system reliability is 0.80. To achieve this reliability.

the probabilities of success for failure causes X and Y were input as 0.90 and 0.89 re-

spectively. This yielded a computed system reliability of:

R = [l(l - I'd = .90 x .89 = 0.801

Figure 1 is a graphical representation of the reliabilities computed in the table. The

original simulation could not have produced this renability pattern since declining reli-

ability is present. Ihis scenario may occur for systems during a portion of their devel-

opment. While it is true that, in the long run, most systems exhibit non-decreasing

reliabilities it is important to consider decreasing reliability when evaluating giowth

models.

In order to invoke this ability to specify reliability at each phase. the nunibcr of user

provided inputs increased from two to ten. If there had been two failures allowed in each

of the live testing phases then the user inputs would have increased from tell to twenty.

I herelbre, while the option of allowing the user of the simulation to control the actual

system reliability at each phase significantly increases the variety of diffierent reliabilitv ,

Ist
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COMPUTED REUAI31LITY GROWTH PATTERN
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Figure 1. Fixed Phase Reliability Example

growth patterns that can be analyzed, a rather large increase in the volume of input data

is required.

B. RELIABILITY GROWTH PAITERNS

To more fully evaluate the properties and trends of the two reliability growth

models described in the previous chapter. it was necessary to analyze their performance

with respect to a variety of (flerent reliability patterns. The eight growth patterns that

were analyzed in this paper will be presented in this section.

In conjunction with the reliability growth patterns, another important impact on

the performance of the reliability estimators was the choice of discounting method. [he

table below depicts the various combinations of parameters for the standard discount



lili'Od that were analyzed. The discount Craction is the amiount of' a previous~ lailuit.
that is removed each time tile di.sco(u11t methiod is applied while the discountiitvji

the ilnmer of' successful trials between apr'litcationis. [Ilie Lloyd discount method onii

hias onle parameter, the confidence interval. I-or the pur1poses Of' thiS paper. the Ll.o\ d

met~hod %ids applied with confidence values of' S and .9.

Table 6. STANDARD DISCOUNT METH1OD CONIBINAUriloN

S IAND;\RI F)ISCULNT V MlTIU)D
DlSCO NT I RACI ION DISC01L NT IN lLRVA\L

1) 5 A1

o4.544

0.75

0. 75 1

The scerarios uscd to analwc the reliability Lroxvth miodels inI this paper involved

ten testing phases. i.e., testing %vas co~ducted until ten changes had been nmide. A total

of' five failure causes were considered inI cach test anid a limit Of oneC (allure per phase

ws- established. "F[he 5simu.lation is able to handle any number of test phases. any, nuni11-

ber of failure causes, and an%- numllber of' failures per phase. The only linitation Is tile

L cacity- of the computer on wich the silaIItion Is run. Another practical limitation

i nvolving, the lixed reliability option is thle v olume of' inpu)t data that w.ould accon11anl-

a tes t desisn involving nmunero us phadSeS or failure ca'uses. A\S c;1n be Seen by thle reli-

ali1ty -rowtlh patterns anid user inp[ut tables [ollowing, thle probabilities Of SUCcess for

the f'ailuie causes were allowed to fluctuate. Thie only requirement was that the reliability,
4 grow~th pattern established accurately reflected tho desired gr -wtipten

Fieure 2 and Table 7, describe the first reliablilty growth pattern. T his is not a very

conventional pattern in that most estimators assumec concave growth patterns of- thle
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;0111114iwn n 11,.ui-s 5 cid o.llo e,.r, till pe olreliabiiit\- Lrowu atei0

!1() unuWLSIA inl Sit'atiols whereC :iie exact iiethod or tec:hiioiogv reqilC to 2

a LzuiC tieca osinIe is 110Ct iiiunediateiv ax aila hic huLt, as the CNUvC teOlou x~an r

\onne11l hecom m nrc lanuhilar with it. the the ailure correction pr ocess Illc 0(-Cjs 81)! C

l:ieu'Lre 3 depict.i a decreasing reliability growthi pattern. in this instance. anl it-

'enptcd imprrovceet, actually caused s'"tem1 rlliability- to dCrelaSe. 111 SItuati10n.

1ichi not eLectielV address ed by any- conxentlonal relia hilty estimators. cold

',:NY Occur In epeilntlor technologically advanced S1vStens o here the coiij!:,ce

ramni!icationis ot'design changes or corrections arc not knlownI.

Fig-ure 4 represents a scenaz jo in wNhich the s,,stemn under consideration atta in'" a

110o'.icv hli li relibiltv and then ,ta,-natc, it that lexci "Or erap.iv hae

2:ilC'.o riivroxC T ;i 1 hiS sLCenari cc) i O1 occur ifi ecd ':0 !le 0 .tv I

:s jilicnlt to aSSCSS and w1ouILd not be unconunon01 if the Sx - teni helm, dc" eicu'ed

co ri c ex. 0 .

Fllics 5 and 6 depict conventional reliability growth pattei s Mne would exetto

encounter when evalatingI the majority of svsteuis. In Fligure 5. the sx-stern) reliahility

increases rapidly to 0.99 and then rcmains constant whereas, in U igure 0. the sv':tcrn re-

iahihity increases rapidly to 0).90) bef'ore beconine constant. It is important in the eval-

na"tion Of' the reCliabilitV growth models to compare their perfcornm~nce In relAively

at; pical. although otucomn scenarios such asthose showni in [iL'ures- 2 Th-US1

w wth their performance in more conventional situations.

I-1i-ures 7. S. and 9) descrihe a cons~tant systemn reliability of 0 .9o . 0,6), and 0.401 re-

'fetielv While it WOUld be rare to l'ind these Sx stein rliabiliies occurineL in actutal

practice. their 1Cilusion1 Will illum11inate Some of the trends of- the oroxm ti modcls undcr

thc various Ca lure di1SCOun1-tinI mthlod~lolges.

Each reliability growth pattern was Simulated 5o' ' times Cor eaich of tlie l'ailurc dil-

out ltin con iiations described previously. Tis W~ill enable a inure JCciii ate p d .

of theC capabilliis and limitations of the two reliability growth~ nodcis hcliiL conidei ed.

inl addition, the most commonly used estimator of reliability, the single phase imlaxin-mi

lk eli hood esti mate. wvili he included onl all ligures so that a ha sis (()r cumnparlme1. t 1 two

reliability L;rowvth estimators exists. 'I he single Phase mlaximumi likelihood estlindie. inl

contrast to the maximum likelihood estimate with I'bilure discounting- being evaluated in

21
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FArTERN II1.-1

INCREASING - ECREASING - INCREASING

.4.

10"

PHASE

F-igure 3. Pattern 11

Table S. P,--1ERN If USER INPUTTS
N ) 1 IAS E IPRASIN.-\ FCRY 01 SI _C ESS

CA U S E l 2 35

I O' k 3 4 f T 9 1

.1 -s

3 ., .'4 .I ) 00 r .(,s Q'sqq . q t,)

. 2 . 5 . . 1

PH S .SpN2, . , .6 .+ q+, .} m 9

'.0'0 .sl .Q0 .')1) .00) k).() .(),- . .90 too
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PAT7ERN III

INCREASING - CCNSTANT - INCREASNG

Figure 4. Pattern III

Table 9. PAT-TERN III USER INPUTS

CAUSEII SE PIR BAILII IN (11 SU( C ISS

I 2 3 .4 5 6( 7 Is 9 I)

I .S6 .03 .v,- "1 t .,, t. .99 09 .99}
2 $ . , .91 7 .97 C.911 .(8 .9 q9 .9 9

3 .S6 .9s .'7.7 .8 .8 .} 99 .99} .q

4. .8 ..)3 .97 .97 oI } .98 <9 r .99
.- t) 7, .,}s .00S

p.9

.0.87 A .94- .0 .9-4
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PATTERN V

RAPID INCREASE TO MODERATELY HIGH REUABILITY

Ni

2 4 10

PHASE

Figure 6. Pattern V

Tale II. PATTERN V USER INPUTS

CA__ us EPI 1.\SE PROB\BI I. IYOi SLCYSS OF___

1 2 3 4 5 6 7 8 {9 10

I Q,; .99 .99 .9l .Q 9 .99 .99 .99 .99 .99

2 .95 .9}8 . 99 .99 .99 .99 '( 99
__ _ _ __ _ _ _ ...82

.S2 .96 .9s .QS .98 . .9.

4 ,3( ) .96 .97 .975 .975 .975 .975 .7T5 .T7 .-

.66 .!() .96 .961 .(,1 .90 1 .901 .k),1 .96, A61
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PAFERN VI
CONSTANT MODERATELY HIGH REUIASIUTY

4 .
PHASE

1Iigm-ie 7. Pattei N'I

Table 12. PAIlERN VI (ISIR INTUTS

CAUr N1 L\SF PROLL\ IIN 01l'O S1 CCESS

1 CA SE .4 5 - 6 Is ____ 0

0 7, *0 .) 5 .8 T 1'

QI IN 97 )

7,;I

.,)7 Q k) Q

- '.. * 'r /.f.u/. .. p ~ ". ~'~* V*. 'w -27-



PArTERN Vil

CONSTANT MODERATE RELIABILITY

a 1I-

o I I I I I I I

PHASE

Figure 3. Pattern VII

Tahle 13. PATTERN VII USER INP!U1S

I P1A SE PRoBA,\BIIITY OF SUCCESS
CA U SE I _2 I 3 4i 5 0 7 8 to

1 .10q .7S .90( .,.)(1 .9() .91) .96( .k)() 7S", .99

2 .7S .91, 9 .90 .4)() .9 9 ..90 .78
*7I () 96) 0.( 99

__ _ .96 .. 99 .78 .7,,

I4 .96 .9 . .78 .9t 91) .7S .9'4 .tj) .9o

5 .99 ( .1 6 Q 9o f .9f) .78 .99 .oII
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PATTERN viii
CONSTANT LOW RELIABIUITY

I

ci

PHASES

0D

Figure 9. Pattern Vill

Table 14. PATTERN Vill USER INPTSS
1I .\SI ROB\ I III of SIlC( ISS

CALSE 12 3 4 5 6 0 9 1CAPHASE

2 (9 )5 .S2 -0) .(,6 '811. 1 q . .-

_S

3 . 0 .66 .98 .o5 .95 .8 .82 .( .S
..2. .98 .66 .06 .s2 .821

,4 So0 .f,6 .)s .5 S.2 .82 05 . . ,

_ 029 .9 so .) .
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this paper. only considers the number of trials and flujiures in the current phase. All

previous data is discardcd since. presumably. the system reliability fluctuates from pL-:te

to phase thereby negating the underlying assumption of constant reliability.

Of the eight reliability growth patterns being simulated. only four iinchuding the
three cases of constant system reliability. Ficures 7. 8, and 9) could have been produced

with the simulation as originally written. Therefore, the addition of fixed phase rehiability
will enable a more rigorous examination of the proposed reliability estimators.

"II
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IV. EVALUATION AND INTERI'RETATION

Ihis chapter describcs results of the simulation runs for each pattern. Ihe per-

formance ofthe models are reduced to graphical form to fhcilitate comparison. Only a

l',.v of the more representative runs are included in this chapter due to time and p,1,:e

constraints. The graphical results of many of the remaining simulation runs are inI A-

pendix C .
I he analysis is organized according to the reliability growth patterns presented In

the previous chapter. The pertormance of each of the two reliability growth models wril

be evaluated with respect to the growth pattern. I he analysis focuses on how well the
2rowthi model tracked "ie actual reliability growth pattrn. Included in this evala tion

iS in exanii1a non to "he .tandard deviations of' tie two estimators.
It is not the purpove of this research to conduct enough simlation runs so that

precise rules can he established for the selection of discounting parameters. 1 his would

reqtuire analyzing many more different types of reliability growth patterns. In addition.

the choice of discounting methods and their respective parameters is more a function of'

the particular system being evaluated than a function of the reliability growth mo..

Lach system will have varvnme characteristics as will the personnel responsible fbr con-

ducting the testing procedures.

The reliability growth patterns will be referred to by their respective Roman nu-

meral designations. These numerals are listed on the figures describing each pattern in

the previous chapter and are summarized below for completeness:

1. Pattern I - Convexly increasing reliability.

2. Pattern II - Reliabilitv initially increasing then decreases lor several phases before
resuning its upward trend.

3. Pattern III - Reliability increases rapidly to approxirnately 0.S0. Reliability then
remains constant for several phases before increasing to its final levcl of appoxi-
rnatelv 0.90.

4. Pattern IV - Reliability increases rapidly to approximately 0.99.
5. Pattern V - Reliability increases rapidly to approximately 0.90.

6. Pattern VI - Reliability starts and remains constant at 0.90.

7. Pattern VII - Reliability starts and remains constant at 0.,0.

8. Pattern VIII - Reliability starts and remains constant at 0.40.

31
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A. CONSTANT RELIBILIFIES -- PA-TERNS VI, ,II. AND XIlI

1. Standard Discount Method

PA=TEJN V1 - NO DISCCUNTING

4-

..... .
..

------ ACT"AL REL!ABIUTY'
-- 0-- MLE SiNGLE PHASE
-- V-- EXPONENTIAL REGRESSION
-- +-- MLEFD

2 10
PHASE

Figure 10. Pattern VI, No Discounting

Figure 1) shows the performance of the two reliability growth modcls with re-
spect to Pattern VI. In this particular figure the discount fzaction. F. is set at zero (pre-

'rou; . stCn failures arc not discounted). As one might cxpect. both models pCI IOfoIICd

\\cll. Since the aictual vstcm reliabilitv is constant across all phases. the basic underly ing

assumption of constant reliability for the maximum likelihood estimate is valid. There-

[ore. ieou- data is compatible with current data without the use of failure dicouriting

techlniNCs. V-u. including all previous failure data such as done in the Nlaxin,"Ii
Likelihood Lstinate with Failure Discounting ( M L.LD) will lead to a more accuratc

estimation of reliability. It is also interesting to note that the single phase maximum

32

r -.



ikeliIhood estimate dicu ,ed br iel in the rilti T cipter Iesuired i 1 .1 i .tiIn te 1l 01'

, . -4S tr iha~e ten. lI .e sin'_le pha C IL,,injiPt iLkellh ood c',t INte CoIIl dcrs 01dv tle

:lunber of1 trials and Li iures in the cur Lrt pha-, and :,:',re pait test data. I ie c\- I
pected value ot this Cesiunate, UsIl v [I uatMin 2.5 is t.h4. th 11, 1portilg the ,alid ,

o( dce Iniulat ion process.

%N"

PAT ER V1 .. -.... 1 .. 1 - 6, __

CC.

Cis

PAT.RN I - ,_.-.5._ I = 6..- .

---- ACTUAL REIABIITY
-- 0-- tALE SINGLE PNPISE

6 -- V-- EXPONENTIAL REGRESSION
-- +-- MLEFD

01 I I I I I I
2 8 10

PHASE

Figure 11. Pattern V1, F = .25 and 1 = 6

Both models did ver- well in terms of the stabilitv of the estimate when the

actual system reliability was high. This is largely due to tile fact that high system reli-

ability implies that more test trials will be required to produce a f ilure. Moi e test trials ."

translates into additional data Ior the two models and. therelore, a less variable estimat,.

It should be noted, however, that when actual system reliability is constant, the NILIFI)

does better than the exponential regression model. Ihe standard deviation of the

33
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%ILL E7D is !css than half that of the exponennal reernession cerimate . Cpe~ ako

contains the 2irnhs of the standard deviatis ol the two estimaitcc '-r ill eiht ptcter

for thle interested readcr.

PATERN ViIll LLOYD. CI .9

ACTUAL RELIABULTY
-- C-- MYLE SINGCLE PHASE

-- V-- EXPONENTIAL REGRESS;ON

............................- .

24

PHAS

Figue 12 Patern 111.Llo~ metod -C1 .

J ie'tll~r dsc un Iicild k~l ca t '110 rcllnliol fill.i4..w el

Ilje o h F D o h ontn ,stm ca ilv atrTS Lr"IIdpc

ti, c lt )~ r m lstlsli h dw t teI inctr% lc st tV (12 ji

W hl n . lLIt"-alcil-tce oicl lri:-sil0m d l i

2'uur~ 4n 3~w ma ne reutd ilto .rsi aim ,alt. al1.

aferplde ou. Ths sTI Ill~'ctc1' IIC d ,PH h foe SE s

1oc r the seta~t od f dicuteto will-1 leadl to dicnt predressto o ,cliahilito h

aplid oth NLEE fr hecnsan s te I hhli~ atens Ieu' II34pc
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exponential regression model. Despite usiii, a reiati\ei\ mall \,aLue for I- tie p'c,iteCd .

reliabilities were markedly altered. ' his characteitlic ol the N1 1l 1 1) s Al,-) etdJcOIt 'i

the patterns to follow.

2. Lloyd Discount Mletlod

The Llo-yd discount ftilure dic,,:ountuIc, method has univ one pa,.cr, the V

confidence interval. For the purposes of this tudv the only values for CI that were ad- ,

drcssed were O.SI and 4 l.i . [he formula for applmg the Lloxd di,.ounr ictlmwd.

Equation 2.2, is constructed so that the hic:her the value o1 CI, the less a previous lailure

is discounted. Figure 12 oraphtcahlv represents Pattern VIII and the results of apfLl, In-

the Llo ,d method with Cl = il.() to the two models. Once again. the eflct on I .

\1L L H) is rather dramatic with a phase ,en estimate o1reliability of aprpln xiiatclv .-

while the actual system rehability is 0.4(1. 1 he eiloct on tile e\ponential rccres'.iotn 71odCl.

ait~liuLIOLI si,_enii;cart altCr pi r a',C eScvet. is noct 'i,:jriv ;o se\ rc. This inarkcd ci Vc t oF

Sp pivtt g the I. o% I discouant ! ictlhod to the two rc.iabilitx ,!rowth models ccit 11ucd :1, .

the other patterns as aiii be seen. \gain. the impoitant thing to note is the e,.trcnIe
I.

sentiti itv of the IL EFI) to l-,ti'ure discountigz in Lcneral and to the chosen %alCs ,C
the discount parameters in particular.

B. RAPID RELIABILITY GROWTH -- PATIERNS IV AND V

-fhe discussion of the results achlieved "or these patterns will center around Pattern

V. Although the tendencies of the two models were the same for both patterns, th-

graphical portrayal of identified trends is better obserNed with this pattern than with

Pattern IV where the final system reliability approaches 0.)9. 91

i. Standard Discomit Method

Figure 13 depicts Pattern V with the discount fraction. F. set at zero. Both the

NILFFD and the exponential regression model pcrbrtn well. It is significant to note. a,

ljowe\ er. that the exponential regression model couvered to the actual systeni reliability

much tfster than did the )ILE FL). This is due in large part to the use of linear rcercssioin I

techniques in this model. The standard deviation of the exponential rcression %as

cotlipar able to the NILI ID for this pattern although still slightly larger. Both ,he

NI I. FI) and the exponential rcgres'ion model outperlormed the single phase inaxirnum

likelihood estimate thus lendine validity to the use of reliability growth models to esti-

mate ,\,ter reliability.

1icure 14 shows Pattern V with F == 0.51) and I = 3 tials. 1 his liigh a rate of

ailu-C discounting caused the NILIFIJ to yield a phase ten estimate of ().07 wkhen the
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PATTERN V -NO DISCOUNLiNG

-.- ACTUAL REUA!31!_lY
-- 0)-- W.LE S 14CLE rHASE

--- LEFO

1 f

2 4

F ire 13. PatteAn V. No Discounting

activil reliability was 0.000P. A correlate of tis hIiih estiate of' reliabilitv IS, that tho

standard de9iatIon associated with the \ILiFD twcarne %ery Small rclatiqek quickl%

Cew nItiVity o f thle Ni 1I ID to faIIUre dISCOtIi Ir agaII a In this 110-- ..

The exponential regression model. onl thc othecr hand. does reimaKably well. It

q uickly approached actual system icliahi ty. Iiwever. the standard deviation assoclated

-~ with this es timate t emained high at a relatil clV conlStant value oC (1. 2o. So, %0hi,2 the

mecan estimate of svsteni reliability was very% good. the associated % arince of' the esti-

mate is _,roater 'Wa n ono would desirle.

hlie NI L i D performed quite well when 1 was set at 0.25 and I was put at 15

as shown H in Iiure 15. The exponential reession modcl did slihtly overestimate the

U. * *e*exponential . r e n d o l r d. '~ 6b

*.uicklyf ~ ap ro c edac-aus ,,en ci llv i' lo; vr th ,-ad r e itinas ae



PAT-,ERN V - F -. 50. 1

-NP

Nd..

-- 0-- VLE l.NGLE iPA3E
'--V-- EXPONENTIAL REGRESSION

V LEFO

2 i
PHASE

Figure 14. Pattern V, F .5 and I = 3

•Vstem reliability after the sixth phase however, it was nioe proficient at maitching the

actual ,rowth of reliability in the s, stem. There was not a ienjflcant diffrrence in the

standard deviations of the two estimates.

2. Lloyd Discount Method.

Figure 1o depicts Pattern V with a conidence interval value of . . NC'e thitt.
as on the constant sxsem reliability patterns discussed pre iously application of the

I-lovd discount method in its derived Form caused both estimators to predict \Oe st re-

-. liabilities that were markedly greaiter than the actual sx stcm reliability. Tihs t ciid was

consistent no matter what values of Cl were used.
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P~rrErAN V F .25 1 1

AC,7UA- r'ELABII7

4

Fi(,,urPrEe 15 Patr V. F25 .2 an 1 11

--.- DMLE'SN SELNGEIT -HZ PAaE'N1
1. -- 7--ir DiscountIA MethodSO

17 siows P ttern11 Wih -1 h Le d

Z1Ur I I 8so nme;1 10

t,,estin his gap istil pef'oina ce f-PhAe t oria~lt r w hU1d-k J I 2tl

rerid o'delinng elibilty. fil ex onetia rcrec lo modl %as he ill 110d~ OW
actu livdem nstate a ecre se n lC1Ibl~Q,-alth LIC1 i Stll %-CC~tlll~~d ileZLC 1,1
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* PATTERN V - LOYD. C1 B .

.r.r

-ACTU)AL RELIAMLTY

NI~~ -- J--MXL[ SIN4GI.E PHASE
o -- 7-- EXPONENJTIAL REGRESSION

PHASE

rigtive 16. Patterun V. Lloyd method. CI .

reliability during this period. The MILIAII). althoughi slowi rig in ternis of' -ro%\tli rate.

Ctiuled to capture thle trend of the actual reliability. Thie lack of ability, to sUc:Cesl klk

predict thle downward trend in actual reliability onl tilec part of the NT L-Fl 1) wvas i-recit
rciaidless of what values were assigned the dison paaeters. In fCt. n rieht

e~jplct. dictn gpreviouIs falluirs exacerbated the problem.
FicureI 1S shows pattern 11 with F 10. 75 and I = 6. [lie exponenitial re-

2ression miodel did very well. particularly duringv thle phases where system reliathIlIt% v was

kdcclinimi. Thie NILF [I. in contrast. pci Ihrnied poorl ovecrest ini itrm£s tn rlah it

signmificant iv after phiase three and failing to Indicate that system reliability dlecreased.
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PATTERN II - NO DSCOUNTING

0

%--'-- ACUAL REL'ABLIFY
-- D- MLE GINGLE PHASE

- -- V-- EXPONENWIAL REGRESSION
-- +--- MLEFD

II
2 40 10

PHASE

Figure 17. Pattern 1I, No Discounfing

HTie standard deviation of the exponcntiL, rgression estimate still excecded that

of the ,ILEFD. This characteristic is fairly consistent for all the patterns that were ex-

amined in the course of evaluatine these two models. It siould be noted, however, that

a small standard deviation does little good if the estimator is yielding niarkcdlv incorrcct

predictions.

2. Llod Discount Mlethod

Figure 19 shows Pattern II with Cl 0.91). ]he application of the .lord

method proiLotndlV alcted the performance of the \I LIF D while only sliglItlV alheieL,

the cxponcrtal regression model. This method olfl'filure discounting did cause both

*models to overestiniatt system reliability by phase nine but. again, had less ol'an efliect
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PATTERN 11 - F -. 75. 1 - 5

i MLALRIUAUT

AC-V- A EYOEL REGRSSIO

-+-MLEFD

F~igurje 18. Pattern 11, F =.75, 1 =6HS 1

onexponenial rersinmdl ti seilyntwrh oobserve Ohe eflhct of'

the -lod mtho ontheM L FDduring the period of' decreasing systemi reliabilitv. The

rcalscnltiitvof' he ILE-D o dicout mthos an paameersis particularly evi-

dente ouiefole thes patterF)n. e

ery has. Aain theexpnenialregression model succeeded in capturing the trend o-f'
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PATTERN II - LLOYD, CI .9

i

a..

---- ACTUAL PELAIIIJITY
-- 0-- MLE SINGLE PHASE
-- 7-- EXPONENTIAL REGRESSION
-- +-- MLEFD

2 a F 10

PHASE

Figure 19. Pattern If. Lloyd method. CI .9

the reliability growth pattern From phasC four to phase six whereas the MMLEID exhib-

ited a constant rate of increase.

When the discount parameters F and I were set at 0.25 and six respectively, the

N.LEFlD did much better as can be seen in Figure 21. Both models convergcd to the

correct prediction of system reliability by phase ten. I lowevcr, the exponential Ie.ression

model converacd to the correct value nuch miC quickly than did the NILEI-). "the

standard deviations of the two estimates were not too significantly different from eaL

other for this particular pattern and discount method.

I he perl'ormance of the two nodels on leliability growth patterns I I and III

demonstrate one of the inherent advantages of the exponential regression methodology.

Since this method makes use of the techniques of linear regression, it is better able to

-p.
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*1PAIFTERN Ili NO DISCOUNTING

si..

I ---- ACTUAL RFUA!LRTY
N 1' -- 0-- MLE SINGL.E PHASE
0 -- 7-- E>XPONENIIAL REGRESSION

-'S I ~PHASE 1

Figure 20. Pattern III, No Discounting

track changping system reliability than is the \1ILE F D. J[his attribute of* the exponentia1l

regression miodel will be developed Further in the next chapter.

2. Llovd Discount Method
-Ficuire 22 shows how the models perflormed using Lloyd failure disco lntiln 2

with Cl = 0.90. Again, applying the Lloyd mnethod caused the )OLI [li to overestimlate

* *systemi reliability af'ter phase Four. Sonmc slight overestimation did occur in the expo-

nient al reuression model during phases nine and ten however, the overall ei1'ct was to
enabe te mdelto ette trck ctul -stein reliabilit% during the middle phases.

- lurim- the discussion of the discounting1 metho11dologies in Chapter If, it was noted that

the Lloyd failure discount miethod is applied after every trial that did not result in the

recLcurrence: of a previous tCiilure cause. This mneans of application is a likely source of
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PATTERN II F -. 25. 1 6

-4-

7 ::;::AC7UAL RELIAIUTY

6 -- 7-- EXPONENTIAL REGRESSION
---- MLEFD

2 46s 10
PHASE

Figure 21. Pattern 111, F =.25. 1 =6

the overestimiation characteristics of' both miodels when Lloyd discounting is applied.

An idea on a possible remedy to this problemn will be presented at thie end of this chapter.

E. CONVEX RELIABILITY GROWTH- - PAl] FIRN I
Most reliability growth patterns are though1t to be essentially concave in shape.

muchL1 like Patterns IV and V. This is normally a Valid 1ssumption601 in that mijor in11-

*provenients In the reliability of a niew. sstemi most often occur dumine tile early stagcs

of' development as the obvious flaws in the design anid ma n u lcttLire become apparent.

*It is not inconceivable, however, to experience a peiod of convex zr%%tli such as Shown

in Pattern 1. One would wanit to have confidence in the chosen reliability estimator to

correctly estimiate sy"stem reliabilitv rec2ardless of its actual formn.
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PATTERN III - LLOYD. CI - .9
a .1

--- ACTUAkL rZELAS'UTY
-- 0l-- VLE SINGLE PHASE
-- V-- - EXPONENTIAL REGRESSION

-+-MLEFD I

2 4 5 . 10 

Fioure 22. Pattern III, Iomd method. CI =.9

1. Standard Discount Method

Fii2ure 23 shows the perf-ornmnLc of the two models With 11o fallUre discOUnting

being applied. It is apparent that. ecnci without the benefit Of' failure d.iscounting tech-

niques, the exponential regression model does well. It is able to rcflecct the trend of actual

svstem reliability Lrowtli and the actual estimates are fairlv close to tie true s\,tcmr re-

liability. The MILEFD does not do so well and, in fact, is e~ en outperformned Lw, the

single phase maximum likelihood estimate in the later pliascs. One would exiect inI thfkl

c~jsc to hiave significant c'%tlt C \ lin ailure diScoun1tinge IS applelld due to the dcuioii-1

strated senisitivity ol'the NI LU D) to this procedure.

J.I
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PATrERN I - NO DISCOUNIING
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/ ----*----ACTUIAL riEL'AIL"M'f

~--(3-- YLE SINGLE PHASE

-- V-- EXPONENTIAL REGRESSION
-- +-- MLEFD

2 S 10

PHASE

Figtire 23. Pattern i. No Discouning

Figure 24 depicts Pattern I with F = .75 and I = 6. Althouh failing to captuite

the shape of the actual reliability pattern, the phase estimates produced by the N 1-l:l )

are kluitc good. Fractionallh removing 75 percent of a previous flilure aker six successful

tials is a .u'stantial discount and one would expcct that such a larve discountili

-scheme would lend itsel[ nmore to the conventional concave reliahility growth pattern.

lilis particular tpe of scenario would benefit greatly by the ability to alter the discount

paameters during the course of the test. Initially, one would not want to discount prc-

vious lotires bv a lar.c amnount since actual s\ stcm realihilitv is only improving IlM1-

,inailv. As the system eo es and reliability begins to make substantial jumps then

pre iCous fiailures qhould be discounted more. Of course, this presumes a kno,%icdge of
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-PAFTERN I- F .75. 1- 5

ACMhAL REIIABILITY
-- 0]-- M~LE SINGLE PHASE

o--V-- EXPONENTIAL REGRESSION
--- LEFO

PMASE

Figure 24. Pattern 1. F =.75; and 1 6

tile aCtulal tysteni reliability in okctorpel egsuha plan and tis is nover t hc

cao;e. cNer. In depth knweg of' t.e prop-osed sy stemn could Indicate the e\pcctCLj

'luiape of, thle reliahilitx, pattern and this could b-e made tie of' in test de- pi. A00ltug

Chanl1Ilg thle discount parameters duITI the course of' the tes t Is possible in actuwal

prac rice it is not. unortilna rel. po'sible to do wi1th fhe silIlIittIaI iO I its L.urrcnt I01,111.
Iie paramneters Icor the discount proccdures remlain const4ant on~ce thev mre inflllt at the

beeInnn1111 0o' thle simulation.

2. Lli~d Discount M~ethod

lamue 25 shows the Llo~d method with (A1 = 0.9. 1The exponenual rerressionl

* model maintains the shape of- the true systen reibihry "whille converging to thle aIctual
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PAT'TERN I -LLCYD, Cl .9 ,

• N

-- -- VLE S;NlGLE P11':E

- -- 7-- EXPONENTIAL. REORESSlON

2 10

PMASE

Figure 2- Pattern 1. Lloyd method, CI .9

reliability by phase eight. 'File Y, IEFD becomes concave in shape •-I~! as itdd :r h

standard discount method Shown in Fligure 2-1. H owever, the intermediate phase tell-

ability estimates are very good. The standard deviation of' the M LEI:D continues to be

less than that of the exponential regression model altlhoughl, IS shownVI in Chapter 11. the..

mlean skiuare error for the ',11I.E-FD exceeds that of the expon ential regression model. ;'.'',

The l-Joid niethod does better with tis pattemn than with any- other, Previ- .,,

o u ly. application of' tis method caused both models to overestimate system reliabilit",
JuiIte s;iQ1Ianlatlk. IIn this Case. u, ngz tis niethod linproed the perloriatice o1 the e\-

poliential regressiolln odel arid. although distorting the shape, resulted in improved re- 1

liability estimates from the %ILEFD:1 as well., ',
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-l he !brrmfla for computing IJILISted !-nl ureS LS tili e L\Ilmet nled I e

FIC uti1 2.2 repeated Ihe!ow:

h1)L~TE F ILUE I- -I I it, F > 1). 2.2,

I!' I eulills iero thlen the adjusted :(arltire %ALue P, Q~t JIIufC. I >ii, lurn11,1 !1 uI-eJ, A-

Le 'l -" ldJ tL:J 'Iurel S aler e Ach ti m inl% w 1Iil 11 :le Ica sL 'or .I ' ;ULP 'IlnL: '2 i

a roctm.Simie ,he problem appears to lie in the numbler of tinics 'lhe method r At

h c ti Inlujon101 of',nintra may lead to more accuraite rsls

A- nioditiccd versiOn of' the Lloyd diScOUnit MetoId 10111- einpIOV' 'Il in~ter-Val 01l

5%

.11DUSFLD FAILURE: I I CD) it'-I t > 0(1

where, in this case.

.17.

1L1) is delined as the ~loyd DrSLount I nter~ al arnd becomes another parameter that can .

lie altered b', thle User of the simulation. 11' N1I qualS zero then thle adjusted fa.1ilure '.Alue

is set at one as before. By its consti uction, one can observe that for all Values (CT -I A
thain thle predlesignated L-DI. then the vaIlue Of \1 Will be 7ero. MI Will 1increase by one f'or
eaICh sroup Of' suLccessf-ul trials meeting thle LI)! Note also that specil'\ ng an 1. 1) 1 of otie
allo\'. s lie user of' the SIniUlatiori to eninlov thle I. lovdJ method in Its on ginal I Il.

Sonie preliminaryw run- of thle slinulationl %%'Ce Made x' ith tisl- nio~dilic.1tion iILltdcd.

The results were encouraging. Figuire 12 examined previously illu-strated thle C1cCt of 1',C
Lloyd methiod onl thle two models when sxsterm reliability waIS actlWlII a conItatll

Fi:gure 26 shows thle result of appl ing this nmodified versioni of the Lloyd methiod sItih
dlie value for ClI remlaining at 0.90) and] tile LI set at ewflmt. Both tile NILLJ:D and the

1j, % %
ye, ?,L



p.

%

J.,

PATTERN '111 - LLOYD, CI - .9. LOI - 5

--.-- #-L'AL RELIA uY
-- 0i-- MLE S:NGLE P IASE

-- V-- EXrCNENTIAL REGRESSION

21-

p "

aI I I I I I I i

240 0 10 .

PHASE

Figure 26. Pattern VIII, Modified Lloid Method. CI = .9. LD! = 8

exponential regression model performed much better than before. The LI)I value of

c!,_Iit resulted in similar improvements {or the other constant system reliability patterns. .,

The results on the other patterns were similar to those Ieprescnted in Figure 17 l'ut

the alue for the I.I) had to be adjusted for each pattern. Before any specific concl,,- 2

sions (-n be drawn about the benefits of this modification many more coVmputer runs

"Ild more in dcpth analysis is required. I lowevecr. based on these prelininaitx re,.ilts. the

inclusion ot'an interval does appear to have some merit.
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S., A. SUMMI\ARY

IC pUrpose of' tis paper was to evaite twVo d11I~Citc e aIIIrv 11 -. o AT! th inUICc

F ach oftlhe,;e models has thie :111ilW.' to U' e f'racJItInal\ d111CO~U led a ul irc . a a 11

an Cstimlate of, the: actual Sxsteml r'eliahliitv at ail% pointL Jut nel tle c OlkIdLIc 01 1 1(:1T.

Fractionally discountinu Caailures occurringz earl, i. at test prc Ced ure a l.vie dxi a ac-

cumu11Iliatedl dur-IM1 theI 11i[Iil Sta'es 01' a test to heC Used III L urrelit r~a~l xeon

5,., ~ ~~ ihereflore. if' the diScounTtingL procedure Is per,"oried Well meeaur er!:t

e,,tlatlEs With a higher degree of confidence Should result.

['. o procedures iCr discouing11- pre'.ious ;,,,temn I'XilICs II ; c f'i n( rr

S. I I 1e 'zCxr~zrd is~ounlt net~ltoi r1 u the~lC user to rpec.\"' 1 :.an

tion 01 ldXiuir, to 'e rernoved arid the discouint Interval. I hie iractioii o i :,eCc

moved. referred to US the discountI' fraction or F. specific h10- IucLL hItrc ou Lb~

is reduced upon each application of' the discount procedure. IThe discount1' iitera 11. 1.

simply the number of successful trials (trials, without a reoccurience of' the particuilar

iiuecuethtmust occur between applications of' the procedur e. I hie other 1'Ii!bur

discounting method was proposed by David Lb'. d anid is referred to as tire lb.Jdi-

Count mlethiod. This method utillies only% one in put parameter. the ile of' cnfildewce

ICr an upper confidence interval on reliability. T[his method, 'in its orimial formi. Is ll

plied after every suIccessful trial. A modiled LlJoyd discount7 ing etLodI which Ceraplo\ S

anl interval of application was derived inI Chapter I V.

Two digerete reliabilitv crowth models were described. The first riodcl Is a fhrn of'

the maximum likelihood estimate with the addition of Filure discoulitinet. Since tire

maIXImumIII likelihood estimate assumes a constant reliability between phases. tire addition

of' failure discoLIuntin will enable tis model to estimate chratIC'in sy'steml reli'ability. -1hle

Mlaximnum Likelihood Estimate with Faiilure Discountin2, or NI LErD. estimiatessxte

reliabilitv as the ratio of the numiber of successful trials to thre total number of tials with

tis ratio b-eing' computed after application Of falw e discounitineL3.

1 hie other miodel was developed by If. Checrnoff anid W. N. Woods anid is a deri'.a-

io f, an exponenltial Single Phase r eliability esti ateC. [Is mlodel emTploys lineaur re-

-resslin techniques to estimate reliability after arny chrangze has been made to the unit

of hardware under test. Because of this, the exponential regression model is able to track

%~5 1
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.. nannu s rtclrn ml[ re-bi.v,,holl[ tile !eeit i:a ae ;:wLitlC 0t (1111 1C a

at Itdlare (_Mo :in a enha :ince 'he 1ma dei S pcrtbrr ac;_.

Ihe~~O . CetsoIeV,1AItitM1ine these twvo in odcis, uas a NI orite (Carl")an aa m

S;1niu11,ti on licd xas or-ilal': xr.tten by Conrtaini .1i aes Drake anld wasnc, I icd 1!,.1

Ii' iia['hoe rc,!1: biies could be tioc.i lie *.xcd Phnae reliabitv nu: t~~ w)'

th~e user of" thle simulation to evajuate thle pertbloi ace of' thle twNo re. lcilitv:c ':

rnooi -n mvll Of ucr a:,Uai rellabilltx grov.-h Jce red. PIu'Ls. period)s "IiC_ ieia

reiiabilit% pet jods of' no relaibility g rwth. and calle\lv girowing reliability among, oL1-

CI'S canl ble easily rnmadelcd and the perfornmnce of' the tw.%o growth models analvaied.

F :uht varigrein 1 ilitv growt h patterns were analyzed. Both of' thle rela hilitv

crowith models wtere c~aiuated ac-ainst these eiht patterns and under I-1 umiieCrclt !iniLureC
dlOiMo ntmn cOnIbinlat iONS imiludine_ no0 failure discou nng. Eachl mo1del, pattern and W

'are ~:sc20 tine '111ratlclia replicatedi 'I nilics. ; Ie aIbiitv Oi eac'. a a ckde!

at' thle stabilitv of' the e stwimnte producedi i-1 the xnodei.

B3. CONCLUSIONS

The eval ationl of' the two relialmlity growth models on time elght diflIerent relia!,1i Iv

g -roawtm patterns leads to se'. ral _CenCeral conclusion1s. TFIme mo,0t ob\iouIs conIclusion1 Is

that the uIse of eithier one of these crowthm models is supeior to thle standard Sin gle plmase

rliax\ nInum like-lihood estimate. Both 2rowth models were far more accurate inI tei as '

estiniatinu tile true sxstenm reliability and the %~ariatice aIssociated wit Ii the niode'l cSt i-

mates was less than that produced by the single phase MIlE.

I[lie NI L EFD is particularly scnslti% e to thle choice of 1fa'ilUre discounting pro'cedure

anld -aramel1ter1S. I hIis SenSuitMV IS Inude use of Ill oilcr to allow the mlodel to tnra~ k

chnierelialifty. I lowever. this Propelrt% also plaIcs a premium11Oi oI 1he ahIhtVQ of hle

test enierto correctly sc!cet the proper disLouingIL Method and paralmeters.

The NILE ID did ven well Whien tile actual system relidbihtx was constant. COnl-

statit s* stemrliabhl I ty is seldoml presentc in actual rc iabiit%. testingc. however. 111h2

NIL.LI D' a'so did wvell wvhen time true relibility was increasing at a constant rate. AkI
thoug2h thle e\pomeiit i il regression Model mIore CI Osel\ v followed thle actiLUa Irclia Nhl t-,.

growth paittern, thle NI LIT[I would he pref~erred In this Instance becauSe at- iu smaller

'. .iniab Iit. ime \M1,11F1) did best with thIese patet11 as when thle standard is'. mIll t

mcthiod wxas used with the discount 1Iraction equal to 0.25 and the discount Interval equal

to 6 or 15. N
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I ho expronenit ia regression n model. ituoinurea CX: '

:e~t~n. Jnio:~talcd Z1Le ah:>t o aaJ:taeu:> h 2X ~ *t

PxIt,,ern s e vabae.een withila t tLC e o IC 01 C-11Lre.11C to.li:i'd

I >5 nvutivC to tile 1cho tee 01' MeC ith ciod jt10 Icit' -e';er: Tllnu le !' :e ~~~
what ehancedtirotich I'ailure dl OiIcUnIinie. Ylie ',i- 011 tI il e ethe11C, t

track the dcline in rehlabiiitv inI Pattern 11.

I licre ' re. the! cxr-o enntal reeresslun miodel .s rec onlin & ;clddor i atti

a provei nmeans of' failure discouriting does 11ot eXISt. 11' 011C Ps :OliuCit of' '1efaiur

J,'Co u~nti(- niz ethoduoog then thle NIL I- ay be 1110[e a rtceusdue TO the sa

ViivOf' Citees tts roduced by it. Regardless 011 thle de'cr-ee 01'cn iec one hlls 111

thle !Iilrire discounting procedures, the exponentli reglesion model is. recOmminended if,

a 'normal1,1 reliab Iit% 2rowtii is anticipated. Ahboornial reliali'ty zi owth i n Ibe dclliied

as Ie.hlt pattern that has period,; of' dccreasiniz or costa~znt ieiai1I1t% In !,)e ik'

,Ulterlority to the MII D 1)in Its a bum xv to track dilfein i pa tterrit; of Li-owthi.

TI> e Llo%-d discount method, in its original fo ri, caused both models to overc ,ra-

mate the actual system reliability. *heref'ore, use fthsmethod with these two reliabillity

arowtli models 'is not reconumended. A modified vers;ion of' the Lloyd method wich

emnplo,.s a discount interval demonstrated suiperior performance in Som le patterns to thle

*orietnal Llo%-d discounting, method.

C. RECOMMENDATIONS FOR FURThIER STUDY

The following are rec ommenidat Ions I-r Ilurther study and possible Improvement to

the ioudels Introduced in the study:

1-11is ,studv addressed only discrete reliabilitv growkth models. A slimilar study% aim-
lvzn~th caracteristics of' continuIous reliablI tv erowth models should be con-

ducted. Thi w ould necessitate the construc.tion of a di frenit simulation.

* Currently, theilue discou~ntingi mIchIanismI Used InI tile simul.1ation employed InI
thi anlyi onl allows tile usecr to vet parameter values at the blecini. 1 his

shouldl be niodilied so th at discount p.arameters can beC chandlZ dune-11 Thle courseC
ot- the simulation.

9The [,,lh ire dis countine mec-hanism Should be modified so that diflicrent paramleteris
cal, he appled to dillerent failure cauIses. It may be desired that ;i stern fiLlures
c aused,, by I'ilinre cause A, for examle. he discoun~lted less than11 those Caused b-)%
[liiure ca use 11. [ Is is nut possible with thle c~urrent siniuIa tion.

*Further analssi s is required of' the modificd Llovd failure- discounting method.
Man-, more Simulation runs with varving reliability growth patterns and different
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APPENDIX A. DERIVATION OF [lIE EXPONENTIAL RIZGRLSSSON

MODE!

Flls model was developed byv If. (iheinolf and \V..M. Woods. Thle derivation has

been rie' critcd in nreViouIS 'w rks. mocst recently I1y W.MN. Woods ini a pa per entitled

-liabiitv (Irl rh odels' and by C panJames Drake 'in a thesis entitled -DIS -r**te

Reliability Gr-owth Modlels uIsine Failure Discounting', The exponential rcgiresslonl

nnodel is based on, thle exponeiccal sing~le phase relia biitv csti Inte. TI eoen Il-

glec phase estimate may bie exprecssed mla themlaticall v aS f , llows:

'I :,0 Cx101ent1ial reo ression Modlel uses linear -LL,:lcssioii to cstimiate A* so

Y. JI

w~here k Is the testing phase being Used to compute system reliability. Thus. the extNo-

nential reeression model has the followingL formula:

Thle estimlates, 7', and C or 7. and /3) at tile end of the kthi ph ase aire obtained usin e,

the techniques of linear regression and an uinbiasecd estimate f-or (), +-rk Let 1: denote

the total number Of faires possible duing the kth phiase and let j eq ual the failureI

nuIIberCI In pIase k such that j V 1. o 7  quals tile numbeI)r Of' trials btween%-CI the

(- I )st lillare and thle j th failure, 1Ciluding'. thle jt I" failure, In thle kthl phaLse.

An unbiased estimate of (:4 + fikA using the jhset of trials in phase k Is given 1w:

Y;~ + +.* + ij -X -k

If NI., = I (thle l-irst test was a f'illureC thenI KI V.~ ~ I ozr.Teles tLa

estimates. 0., and i?,. for -j and #? at the kth phase ir-e then:



where.

+ )IF

lq"." = I0 + 2 + A * ~,k

- Substituting these estimates for c., and into the reliability equation yields the followine

estimate of reliability for phase k:

.. . 1 -I '  +  :  b k > I

,."+'3~;'k

,.



APPENDIX B. FORTRAN CODE FOR SIMULAIION

DISCRETE RELIABILITY GROWTH SIMULATION

PROGRA.MIED BY JAMES E DRAKE

MODIFIED BY JAMES D CHANDLER *

LAST MODIFIED 29 FEB 1988

THE FOLLOWTNG EXTERNAL FILES ARE USED BY THE PROGPAM
INPUT DATA AND PARAMETER INPUT FILE (DEVICE # 10) '
THESIS OUTPLT FILE CONTAINING INTERIEDIATE COMPUTATIONS

* DEVICE # 20) -

RELIAB: OUTPUT FILE CONTAINING FINAL RESULTS OF THE SIM1ULATION
'DEVICE -,1 30)

EST : OUTPUT FILE CONTAINING EACH PHASE ESTIMATE FOR EACH
REPLICATION OF THE WOODS WEIGHTED AVERAGE ESTIMATE
(DEVICE # 40)

* MLEWD : OUTPUT FILE CONTAINING MLE ESTIMATES USING DISCOUNTING
* FOR EACH PHASE AND EACH REPLICATION
* (DEVICE # 50) *

MLESP OUTPUT FILE CONTAINING MLE ESTIMATE FOR EACH SINGLE PHASE
AND ALL REPLICATIONS USING NO DISCOUNTING
(DEVICE # 60) -

REGEST OUTPUT FILE CONTAINING EACH PHASE ESTIMATE FOR EACH
REPLICATION OF TILE EXPONENTIAL REGRESSION ESTIMATE

* (DEVICE # 70)

THE FOLLOWING IS A LIST OF KEY ARRAYS USED IN THE SIMULATION

' A MAIN WORKING ARRAY CONTAINS PROBABILITY OF SUCCESS FOR
EACH FAILURE CAUSE. NUMBER OF TRIALS UNTIL FAILURE FOR
EACH FAILURE CAUSE AND THE SYSTEM, CAUSE OF FAILURE,
PHASE NUMBER, ADJUSTED NUMBER OF TRIALS AND ADJUSTED

* NUMBER OF FAILURES *

DIMENSION ( ((2*#CAUSES)+7),jpFAILURES)
NFAPII CONTAINS THE NUMBER OF FAILURES IN EACH PHASE

DIMENSION (1,#PIHASES) *
* NFCAUS BINARY ARRAY USED TO DETERMINE IF A FAILURE OCCURRED IN *

A PHASE
* DIMENSION ( I,#IFAILURE CAUSES)

NTRIAL CONTAINS THE NUMBER OF TRIALS SINCE LAST FAILURE OR
* DISCOUNTING FOR EACH FAILURE CAUSE

* DIMENSION ( I,/FAILURE CAUSES )
PHREST : RECORDS THE PHASE ESTIMATE FOR EACH ESTIMATOR WITHIN A

SINGLE REPLICATION
DIMENSION (4,#PHASES)
ROW I WOODS WEIGHTED AVERAGE ESTIMATE
ROW 2 MLE WITH DISCOUNTING

I57
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ROW 3 SINGLE P1ASE MLE
ROW 4 EXFONENTIAL REGRESSION ESTIMATE

* AREL CONTAINS %,CTUAL SYSTEM RELIABILITY IN EACH PHASE
DINENSION (1,"PHASES)

YJK CONTAINS YJK VALUES UP TO 1000
DIMENSION (1,1000)

CUMSF CONTAINS THE NUMBER OF SUCCESS AND FAILURES FOR EACH
FAILURE CAUSE (USED WITH WOODS WEIGHTED AVERAGE EST. )

* DIMENSION (3,#FAILURE CAUSES)

ROW I NU'IBER OF FAILURES
ROW 2 NUMBER OF SUCCESSES
ROW 3 ADJUSTED NUMBER OF SUCCESSES *

* REG ARRAY USED TO COMPUTE THE EXPONENTIAL REGRESSION ESTIMATE *
% DIMENSION (5,#PHASES)
* FOW 1: K BAR

ROW 2 Y BAR
RUN 3 Y BAR FOR THE PHASE

RO 4 B HAT
ROW 5 A HAT

THE REMAI.ING ARRAYS ARE USED TO COMPUTE THE MEAN AND VARIANUE
OF EACH ESTIMATE AT EACH PHASE. THEY ALL HAVE T1E SAMIE DIMIENSIO'S
AND STRUCTURE

DIMENSION (4,#PHASES) *
RCW 1 RUNNING SUM OF ESTIMATES
ROW 2 RUNNING SUM OF SQUARED ESTIMATES
ROW 3 MEAN OF THE ESTIMATES
ROW 4 STANDARD DEVIATION OF THE ESTIMATES

EST VALUES FOR THE WOODS WEIGHTED AVERAGE ESTIMATE
* MLEWD VALUES FOR THE MLE WITH! DISCOUNTING

*M1LESP VALUES FOR THE SINGLE PHASE MLE
* REGEST VALUES FOR THE EXPONENTIAL REGRESSION ESTIMATE

C DEFIYE AND DIMENSION VARIABLES

PARAMETER (NR=50,NC=200)
INTEGER REP,CUMSF,DISOPT,FRELOP,LDI,ALD
REAL*4 MIN
REAL*8 DSEED,MlLESP,MLEWD,EST,EUL
DIMENSION NFAPH( NR),A(NR,NC),NCAUS(NR),NTRIAL(NR),PHREST(I,NR),ES

CT(4,NR) ,MLEWD(4,NR),MLESF(4,NR) ,REUEST(4,NR),AREL(NR),YJK( 1000),CU
CMSF( 3,14R), REG(5, NR)

C READ IN THE NUMBER OF CAUSES TO BE USED ( NCAUSE ) AND THE NUMBER
C OF PHASES ( NPHASE ) IN THE TEST

READ( 1O,*) NCAfjSE
READ( 10,*) NPHASE

C CHECK IF FIXED RELIABILITY OPTION IS DESIRED. FIX EULER'S NUMBER.
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READ( 1O,*) FRELOP
EUL = 0.5772156648

C CREATE VARIABLES FOR THE ROW INDICES OF THE WORKING :MATRIX ( A
C IPHASE: PHASE
C ISYSPR: ACTUAL CO.'!P:ENT RELIABILITY
C INTR: NUM','BER OF TRIALS UP TO AND INCLUDING FAILURE
C IFAILC: CAUSE OF THE FAILURE
C IADJF: ADJUSTED NUMBER OF FAILURES ED
C AFTER DIS(C.TING HAS KEN APPLIED
C IADJT: ADJUSTED NUMBER OF TRIALS AFTER DISCOUNTI.G HAS BEEN APPLIED
C IYJK: YJK COMPUTED ON THE ADJUSTED NUMBER OF TRIALS

IPHASE = (2*NCAUSE)+1
ISYSPR = IPHASE +1
INTR = ISYSPR + 1
IFAILC = INTR + 1
IADJF = IFAILC + 1
IADJT = [ADJF + 1
iYJI: = IADJT + 1

C READ IN THE NUiMBER OF FAILURES IN EACH PHASE (NFAPH(I) ) AND
C COMPUTE THE TOTAL NUMBER OF FAILURES IN THE TEST ( NFAIL )

NFAIL = 0
DO 10 I=1,NPHASE

READ( 1O,*) NFAPH( I)
NFAIL = NFAIL + NFAPH(I)

10 CONTINUE

C INPUT THE PROBABILITY OF SUCCESS IN A SINGLE TRIAL FOR EACH CAUSE
C IN EACH PHASE IF FRELOP EQUALS ONE.

IF (FRELOP .EQ. 1) THEN
DO 15 I=1,NCAUSE

DO 15 J=1,NFAIL
READ(10,*) A(I,J)

15 CONTINUE
ELSE

C INPUT THE PROBABILITY OF SUCCESS IN A SINGLE TRIAL FOR EACH CAUSE
C IN THE FIRST PHASE IF FRELOP EQUALS ZERO.

DO 20 I=l,NCAUSE
READ(10,*) A(I,1)

20 CONTINUE

ENDIF

C INPUT TEE REMAINING VARIABLES , THE NUMBER OF SUCCESSFUL TRIALS
C BEFORE A DISCOUNT IS APPLIED (N); THE DISCOUNT FACTOR (R); TIlE SEED
C FOR TIlE RANDOM NUMBER GENERATOR, GGUBFS, (DSEED); RELIABILITY
C GROWTH FRACTION (FRIMP); TRIGGER FOR PRINTING INTER'MEDIATE OUTPUT
C (IoPr)
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C TRIGGERS FOR S A V:N.; EACIlE EST-IAJl- AT EACH 7iASE FOR EACH -71.tDiATR
C L)PT1 WlO-ODS 'AEIGHTED AVERAGEV MODEL
C IltT2 'ILE W ,I-l DISCOU"TI".G

-C IOPT3 SINGLE PHASE 'ILE
C 10PT4 EXPCNENTIAL REGRESSION MOPDEL
C DISCOUNTING OJPTION; TRIGGER (DISOPT); LIl't D FAIL-URE DISC-ouN,,TNG
C PARAM'-ETER (GfAMMI.A); T--7,J DISCCUNT INTE!RVAL

READ( 10,*r) N
READ( 10,*' R
READ( lu ,-,) DSEED
READ( 10,,*) FRI"IP
READ(10,*) NREP

REa".") I(P

READ(10~ IOPT2
a.READ(10,*,') IOPT3

FEAD(10,*,) IOPT3
READ(10,*) IOPT
READ(10,i*) DIAOPT

READ (10,~ LDI

-- PEP = REP
DSEEDI DSEED

C INITIALIZE THE ARRAYS USED TO COMPUTE THlE MEAN AND STANDARD DEVIATION
C OF EACH ESTIM'-ATOR

D0 30 J1I,NPHASE
DO 30 I=1,4

EST(I,J) = 0.0
MLEWD( I, J) = 0. 0
MLESP(I,J) = 0.0
REG EST(I,J) = 0.0
PHREST(I,J) = 0.0

30 CONTINUE

C COMPUTE AND STORE THE YJK VALUES UP TO 1000

YJK(1) = 0.0
DO 40 1=1,999

YJK(I+1) = YJK(I) + 1.0/I
a-40 CONTINUE

C COMPUTE AND STORE K BAR FOR THE EXPONENTIAL REGRESSION MODEL

SUM = 0.0
DO S0 I=l,NPIIASE

SUM SUM + I
REG(1,I) = SUM/I

50 CONTINUE

C MAJOR REPETITION OF THE SIMULATION LOOP

DO 500 REP=1,NREP
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4. C INITIALIZE FAILURE CAUSE VECTOR (NFCAUS) AID (C"ISF)
C CO>PUTE THE INITIAL SYSTE'! RELIABILITY

-EL = 1.
DO 60 I=1,NCAUSE

NFCAUS(I) = 0
REL = REL A(I,1)
DO 60 J=1,3

CUMSF(J,I) = 0

60 CONT. UE N

C INITIALIZE COLUMN (FAILURE # ) COUNTER FOR THE WORKING ARRAY (A)

J= 1

C LOOP TO COMPUTE THE NUMBER OF TRIALS UP TO AND INCLUDING FAILURE
C AND THE CAUSE OF FAILURE FOR EACH FAILURE IN EACH PHASE

DO 130 K=1,NPHASE

2 SKIP ACTUAL COMPONENT RELIABILITY COMPUTATION AFTER 7IKST REP
CAND FOR FIRST FAILURE

IF(J. EQ. I) GOTO 75
7I7(REP. GT. 1) GOTO 75

REL = 1.

C IF FIXED RELIABILITY OPTION IS SELECTED THEN PHASE RELIABILITIES
C ARE COMPUTED AS FOLLOWS

IF (FRELOP .EQ. 1) THEN
DO 65 I=1,NCAUSE

REL = REL*A(I,J)
NFCAUS(I) = 0

65 CONTINUE
ELSE

C COMPUTE NEW ACTUAL RELIABILITY FOR THE COMPONENT IN PHASE K

DO 70 I=I,NCAUSE

C INCREASE CAUSE PR(SUCCESS) IF IT CAUSED FAILURE IN THE PREVIOUS PHASE
C COMPUTE NEXT PHASE RELIABILITY AND REINITIALIZE NFCAUS (NOT USED IF
C FIXED PHASE RELIABILITY OPTION IS SELECTED).

IF(NFCAUS(I).EQ.1) THEN
A(I,J) = A(I,(J-1)) + ((0. - A(I,(J-I)))*FRIMP)
ELSEIF(NFCAUS(I).NE.1) THEN
A(I,J) = A(I,(J-1))
ELSE
ENDIF
REL = REL*A(I,J)
IiFCAUS(I) = 0

70 CONTINUE
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ENDIF
'I%

TRTOT = 0. 0

C C0""PTE THE NUM'BER OF TRIALS UP TO AND INCLUDING FAILURE AND -lE
C CAUSE OF FAILURE FOR EACH FAILURE IN THE PhASE

DO 120 L=I,NFAPH(K)
IP7REPJ37. 1 : GO)TO 90
IF(J1. EQ. 1) GOTO 85
IF (FRELOP .EQ. 1) GOTO 85
DO 31) =I,NCAUSE
A( 1,J A(1, (J- 1))

8) CC.,TT.,UE
85 A( SYSFR,J) = REL

A(iFlIASE,J) = K
90 MIN = 7. 2E75

DO 110 I=I,NCAUSE

SAS3'GN ; TRALS FOR CAUSES WITII PR( SUCCESS) = 0 OR I

IF(A( T,J).GE. 1. ) TIEN
A((I+NCAUSE),J) = 7.d'E75
GOTO 100

ELSEIF(A(I,J).EQ. 0. ) THEN
A((I+NCAUSE),J) = 1.
GOTO 100

ELSE
ENDIF

C CONVERT UNIFORM (0,1) RANDOM VARIABILE TO GEOMETRIC (# TRIALS UNTIL.-
C FAILURE ) FOR EACH FAILURE CAUSE. RECORD THE MIN # TRIALS FOR TIHE
C CAUSES AS THE SYSTEM # TRIALS UP TO AND INCLUDING FAILURE AND
C RECORD THE FAILURE CAUSE

A((I+NCAUSE),J) = INT(1.+(LOG(GGUBFS(DSEED))/LOG(A(I,J))))
100 IF(A((I+NCAUSE),J).LE. MIN) THEN

MIN = A((I+NCAUSE),J)
IMIN =I

ELSE
ENDIF

110 CONTINUE
A(IFAILC,J) = IMIN
NFCAUS(IMIN) = I

C COMPUTE THE TOTAL # OF TRIALS FOR THE MLE SINGLE PHASE ESTIMATE AND
C INCREMENT FAILURE # COUNTERS

A(INTR,J) = MIN
TRTOT = TRTOT + A(INTR,J)
J=J+ 1
JI = Jl + I

120 CONTINUE
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THE M-LF EST"IATE Or CC!UNET L IAJIT-Y Flr PTIS lrl!AS-r AND*
(QI

T
E TE LND: StXI- OF EST.IIATE7-S AN D THE; SU'l -or AS S-EYT

CF Fk COM!P'TATICN OF T1E M!EAN ADSTANDAI.DI LEVIA-.ICN OF TIZE "!'A Y?

PIlREST( 3 ,K) (TRTDT -N HK' TTOT
'ITLSP( I,K) M L ES P 1K~ + F IIRE ST(3 K)

130 CONTINUE

C P;17ALIZE THE ADJUSTED "'U!BER CF FAILURES TO 1 AND THE COUNT OF THE
C NMBR F RIAS INE AIURE OR DISCOU-NTING (NTRIALS(I)) TO 01

C IN PREPARATICN FOR THE DISCCUNTING ROUTINE

DO 140J J=I,NFAIL
A(IADJ-r,J) =1.

140 CONTINUE

DO 150 11I,NCAUSE
NTRIAL()= 0

130 CONTINUE

C DISCOLNTING ROUTI11NE REVIE'eS ALL PA-IT FAILURES AN-,D CAUSES TO DATE
C AND DETERMINES IF THE DISCOU'NTING CONDITIONS HAVE BEEN MET. COMPlUTES
C THE ADJUSTED FAILURES, THE ADJUSTED 1 OF TRIALS AND YJK

DO 300 K=1,NPHASE
DO 2100 L1.,NFAPH(K)
J = J+ 1

C UPDATES TILE NUMBER OF TRIALS SINCE FAILURE OR DISCOUNTING FOR EACH
C FAILURE CAUSE

ICAUSE INT(AIFAILC,J)+.S)
DO 160 I=1,,NCAUSE

IF( ICAUSE. EQ. 1) THEN
NTRIAL(I = 0

ELSEIF( ICAUSE. NE. I) THEN
NTRIAL(IM NTRIAL(I) + INT(A(INTR,J)+.5)

ELSE
ENDIF

160 CONTINUE

200 CONTINUE

C CHOOSE DISCOUNTING METHOD TO BE USED

IF(DISOPT.NE.2) GOTO 180

C PERFORM LLOYD'S FAILURE DISCOUNTING METHOD

DO 170 I=1,J
Il = 1NT(A(IFAILC,I)+.5)
IF(NTRIAL( Il). EQ. 0) THEN

A(IADJF,I) =1.0
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GOTO 170
ELSE
ENDIF

C THIS IS THE MODIFIED LLOYD METHCD USING A DISCCUNT INTERVAL. ThE
, ORIGINAL DISCOUNT METHOD MAY BE EMPLOYED BY SETING LDI TO ONE.

ALD = INT(NTRIAL(II)/LDI)
IF(ALD .EQ. 0) THEN

A(IADJF,I) = 1.0
GO TO 170

ELSE
A(IADJF,I) = 1.0 ((1.GAMA)*(1. 0/ALD))

ENDIF

170 CONTINUE
GOTO 210

C PERFORMIS STRAIGHT PERCENT FAILUPE DISCOUNTING AND
C COM-PU'rES ThE ADJUSTED z, OF FAILURES

I0 DO 191) =,J
i = NT( A(I IFAILC, ) .

IF( NT RIAL( 11). EQ. 0) THEN
A(IADJF,I) = 1.

ELSEIF(NTRAL(I1).GE.N) THFN
A(IADJF,I) = A(IADJFI)*u(I.-R)**(NTRIAL(I1)/N))

ELSE
ENDIF

190 CONTINUE

C ADJUSTS THE 4 TRIALS SINCE FAILURE OR DISCOUNTING FOR THOSE CAUSES
C THAT HAVE MET OR SURPASSED THE DTSCO!NT1N*G THRESHOLD
C FOR THE STRAIGHT PERCENT DISCOUNTING METHOD

DO 205 I=1,NCAUSE
IF(NTRIAL(I).GE.N) NTRIAL(I) = MOD(NTRIAL(I),N)

205 CONTINUE
210 TADJT = 0.0

TYJK = 0. 0
TPYJK = 0.0
KI = 0

DO 215 12=1,3
DO 215 I=1,NCAUSE

C1U'MSF(12,1) = 0
213 CONTINUE

C COMfPUTES THE ADJUSTED # OF TRIALS FROM THE ADJUSTED 4 OF FAILURES
C AND COMPUTES THE SUM OF THE ADJUSTED # OF TRIALS FOR ESTIMATE COMP.

PREL = 0.0
LTRIAL = 0

C IF ADJUSTED FAILURES ARE APPROACHING 0 THEN ADJUSTED TRIALS MUST
C BE PRE-SET.
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DO 2!4) 1=1,J

I7'(.rIADJIF,I) .LE. .0000001) TlfUTN
A( :ADJ;F,) =.0000001

END -1F

A(IADJTI) = A( INTR,I)/A(IADJF,I)
TADJT = TADJT + A(IADJT,I)

" COM'P!:TE YJK FRCOM THE ADJUSTED ;11 OF TRIALS AND s~rTRE ~TE SU~i lYR
C ESrIM'ATrE COMIPUTATION, USE ARRAY FOR # TRIALS < 1000 AND AP'PRCX-. FOR
C VALUES > 1000

NI = NTNT(A(IADJT,I))
IF(N1. LE. 1000) ThIENoi

A( I Y.JI,IJ = YJK(Nl)
ELSEIF( Ni. GT. 1000) THEN

X=N
0=12".X
T=X+ I

ELSE
ENDIF S

C DETERMINE IF A PHASE BOUNDARY HAS BEEN REACHED TO BEGIN ESTIMATE

C COMPUTATION

IF(I.EQ. 1) GOTO 225
IF(A(IPHIASE,I).NE.A(IPIIASE,(I-1))) THEN

C COMPUTE THE WOODS WEIGHTED AVERAGE ESTIMATE

M1AX =0

Kl =Ki + 1

C DETERMINE TIIE FAILURE CAUSE WITH THE LARGEST #OF FAILURES

DO 220 Il11,NCAUSE
IF(CUMSF( 1,11). GT. MAX) THEN '.

MAX =CUMSF(,II)

ICOL =Il

ELSE
ENDIF

220 CONTINUE

C COMPUTE YJK VALUE FOR THE CURRENT PHASE ESTIMATE

IF(CUMkSF(1,ICOL). LE. 1000) THEN
AIIATL = YJK( CUHvSF( 1 , COL))

ELSE IF( CUMi'SF(1, ICOL). GT. 1000) THEN
X = CUMSF(1,ICOL)
Q=12*X
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ELSE
1 ENDiF

IX = CUNSF( 1, ICOL) +- CUMSF(3, ICOL)
-'F( XX. LE. 1000) THEN

AHATU = YJK( X
ELSE U?'. IX. GTr. lOCO) THEN

T=X+ I

ELSE

L.NDIF

C CMPU: 2RRETPHASE REL 1AD .LITY ESTIMATE

AHAT =AHATU - AIIATL
CREL = 1. ) - EXP( -AIIAT)
X =CUMSF(1,ICOL) + CUMISF(3 ,ICOL)

C COMPUTE AND STORE THlE WOODS WEIGHTED AVERAGE ESTIMATE

PREL = ((LTRIAL*PREL)/X) + (((X-LTRIAL)*CREL)/X)
LTRIAL = CUMlSF(1,ICOL) + CUMSF(3,ICOL)

C COM-PUTE THlE PHASE AND GLOBAL AVERAGE FOR YJK USED IN THE EXPONENTIAL
* ,. C REGRESSION ESTIMATES ARE

REG(2,Kl) = TYJK/(I-I)
REG(3,K1) = TPYJK/NFAPFI(KI)
TPYJK =0.0

ENDIF

C COM'PUTE THE NUMBER OF FAILURES AND SUCCESSES FOR EACH FAILURE CAUSE
C USED IN THE WOODS WEIGHTED AVERAGE ESTIMATE

225 ICAUSE = INT( A(IFAILC,I)+.5)
DO 230 I11I,NCAI SZ

cuJMSF(2 ,i1) =CUMSF(2,11) + iNTr(A(INTrR,I) +.5)

CUUMSF(3,11) = Cfi:MSF(3,11) + Ni
230 CONTINU-E

C1,MSF( I, ICAUSE) = CE'MSF( 1, ICAUSE) + 1
ClUMSF(2,ICAUSE) = UUNSF(2,1CAt:SE) - 1
CUM'SL( 3, ICAUSE,) =cU:ISF( 3, ICA!USE) - 1

TPYJK =T1'YJK + A( [YJK,I)
TY=TYJK + A(IYJK,I)

240 CONTINUE
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243 CONTI:NUE

F(C':'SF( 1, lCH. LE. 1000) THEN
AHATL = YTK(I 2~S 1, ICOL))-

ELSEIFf( CUMSF( 1, CCL).GT1. 1000) THEN
., = CMSF(I, iCOL)b6.

T=X+l

ELSE

IX = ClVMSF(1, ICOL) + CUMSF( 3, ICOL)
IF( IX. LE. 1000) THEN

AHATU = YJK( IX)
ELSEIF( IX. GT. 1000) THLEN

X = IX

T=X+l
S=X+2

AHATU=(EUL+(LOG(X))+(l/(2*X))s(l/(Q*T))s(I/(Q*T-,'S)))

ELSE
ENDIF

MHAT =AH-ATU - AIIATL
CREL = 1.0 - EXP(-AHAT) -

X = CUMSF( 1, ICOL) + CUIMSF( 3, ICOL)

PREL = ((LT'RIAL*PREL)/X) + (((X-LThTAL)*CREL)/X)
LTRIAL = CUMSF(1,ICOL) + CUHSF(3,ICOL)
REG(2,K1) = q'YJK/(J)
REG(3,Kl) = TPYJK/NFAPH(Kl)

PHREST(1,K) =PREL

C COMPUTE TH[E MLE ESTI'MATE OF PHASE RELIABILITY USING DISCOUNTING

PHREST(2,K) ('rADJT - J)/TADJT

C COMPUTE THE EXPONENTIAL REGRESSION ESTIMATE BEGINNING WITH B HAT
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IF ( .EQ.!) GOTO 252
DO 250 =1,K

Slf = SUM + '(I -R711,( I, K) 7RE-( 3,1))
S ["S =u IUS ± (I -FEG( 1 K) 2

250 C ON T INUE

4~.. REG(..,k) = SUMI/SUMS

C COMPUTE A HAT

* REG(3,:q) = REG(2,K) - (REG(",Ky'PrEGh1,K1)

C COM'PU TE AND STORE 1THE ExPONE.NTIAL REGRESSION ESTIMATE

PU1RESTi -,,K) = 1. 0 - ExP( -(REG( 5, K) + (REG("+, Kl -K))
IF(PAIREST(4,K).LT.O.0) P11REST(4 ,Kj'=O.O

252 Ff!REST(-,.J) = I.0 - EF RO,<
IFHREST(,H). LT.0. 0 J FHPS3'? ,z>=0. 0

C STORE THE RUNNING SUM OF THE ESTIMATES FO)R THlE CU:RRENT PHASE AND THE
C RUNNING suAi OF THE ESTIMATES SQUARED TOR COMPUTATION C'F THlE MEFAN AND'
C STANDARD DEVIATION OF EACH ESTIMATE FOR EACH RELIABILITY GRCI\ TII
C MODEL

233 EST(1,K) =EST(1,K) + PIHREST(1,K)
5. EST(2,K) =EST(2,K) + (P11REST(1,R)*'c2)

MfLEWD( 1 ,K) = MILEI;D( 1,K) + PI[RErST(2,K)
.. w IMLEWD(2,K) = MLEWD(2,K) + (PHiREST(2,I,)*-e'2)

REGEST(1,IK) = REGEST(1,K) + FPHREST(4,K)
REGEST(21,K) = REGEST(2,K) + (Pi1REST(4,K)--**2)

C STORE T11E ACTUAL PHASE RELIABILITY

AREL(K = A(ISYSPR,J)

C PRINT INTERMEDIATE OUTPUT IF REQUESTED AND THE NUMBER OF REPETITION-S
C IS NOT GREATER THAN 5

IF( IOPT. NE. 1) GOTO 300
IF(REP.GT.5) GOTO 300

WRITE(20,1000) REP,K
IZ- 1000 FCRMA(T16, 'REPETITION NUMBER: ,14,' PHASE NUMBER: '14)

WRITE(20,1O10) A(ISYSP'R,J)
1010 FORMAT(22X ,'ACTUAL COMPONENT RELIABILITY: ',F7.5)

WRITE( 20,1020) PHREST( 1,K)
1020 FOR1IAT(20X,'PRED7CTED COMPONENT RELIABILITY: ',F7.5)

WRITE(20. 1022) PHREST(2.K)
1022 FORMIAT( 20X, "ILE ESTIMATE USING DISCOUNTING: , F7. 5)

WRITE( 0,1025) PHIREST(3,K)
1025 FORMAT( 18X, 'MLE ESTIMATE OF PHASE RELIABILITY: ,F7. 5)

WRITE(20, 1027) PIIREST(4,K)
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1C2 7 POMT 4,'ERSINESTUI'ATE OF PHASE RELIA31LITY: §7.

100 ,R-fTD10)
103 26R0T I=1,N;CAUSE

1.035 FOMAT 1 -2 X, ' CAUS E: '13 PP( SUCCESS): 1 7. 6' TRIALS:
Cr 10.0

260 CONTIN''UE
1336 'RITE(20,I036)
106F0RM-AT( . ., .

1040 FoRlIAT(4X, FA.IL #' ,3X, 'FAIL CAUSE' ,3X,' TRIALS' 3X, 'ADJ iP TAIL' 3
CX,'ADJ :A TRIALS',7X,'YJK')
DO 270 I=I,J
*RITE(20,1050)I,A(IFAILC,I),A(INTR,I),A(IADJF,I),A(IADJT,I),AJ(YCK

C,I1
1()--0 FcRMAT( 4X,13, 8X, F3. 0,7X,F8.0, 4X, F.6,4X, F12.O0,3:(,F11. 4)
270 CONTINUE

WRITE( 20,1060)
1mG0 FCRNAT( ' '

:00 mTINI:1
f ZAii EACH OF THE 3 EST,IATES TO THEIR AFPROPRIATE OUTPUT 7ILE

C IF REQUESTED

IF( IOPTI. NE. 1) GOO 41+
400 WPITE(40,2000) (PH-RESTi(1 ,I), I=1,NPfHA,-E)
401 IE(IOPT2.NE. 1) GOl 402

'wRITZ(50,2000) (PHREST(2,I), I=I,NPIIASE)
402 IF( IOPT3. NE. 1) GOTO 4C3

WRITE(60,2000) (PHREST(3,I), I=1,NPHASE)
403 IF(IOPT4..NE. 1) GOTO 500

% ~WRITE(70,2000) ( PHREST( 4,1), I=1,NFIIASE)
2300 FORMAT( ' ',30(F7. 6: iXi)

300 CONTINUE

C UPON COMlPLE:TION OF ALL REPETITIONS. CONFUTE THE MEAN AND ST'ANDAFD
C DEVIAT1ON OF EACH ESTIMHATE FOR EACH PHASE SKiPPING COM1PUTATIO'NS IF
C ONLY ONE REPETITION IS REQUIRED

IF (NREP.LE.1) GOTO 601

:w DO 600 I=1,NPHASE
LST(3,I) = EST(i,I)/XNREP
MILEWD(3,I) = 'ILEWD(1,I)/XNREP
'ILESP(3, 1) =LESP ( 1.,)I/XNRE P
FEGEST(3,1) =REGEST(1,I)/XNREP

EST(4,I) = SoRT((EST(2 ',I)-(XNREP*(EST(3,I)-**2)))/(XNREP-1))
'lLEWD(4,I)= SQRT((M-LEWi)(2,I)-(XNREPN*rMLEWD(3,I)**2)))/(XN\REP-i))
MILESP( 4,1) = SORT((MLESP(2,I)-(XN'REP*(ML11ESP(3,I);**2)))/(XNREP-1))

600 CONTIN, UE

C PRINT THE FINAL OUTPUT TABLE TO A FILL
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601 WRITE(30,3000)
3000 FOE>!-AT( '0 T47, 'DISCRETE RELrABILITY (7ROWTH SIM'lULATION')

WRITE( 30,30 10)
v3010 FORIAT,( '-' ,T4, 'MODEL PARAMETER SUMMARY')

WRITE(30,3020) NCAUSE
3020 FORMAT('',T47,'NUMER OF POSSIBLE FAILURE CAUSES ',14)

IF i FRELOP .EQ. 1) GOTO 4000
WR ITE ( 30, 3 03 0)

3030 F0RXAT( '0' ,T38, 'CAUSE NUMBER' ,T64, 'SINGLE TRIAL PR( SUCCESS )FOR
* CPIIASE 1 )

DO 3050 MI=1,NCAUSE
WRZITE(30,3040) M,A(M,1)

3040 FORIMATC ' ',T43,I2,T79,F8. 6)
3050 CONTINUE

WfRITE(30,3060) FRIMP
3060 FORMAT('0 ,37,'FRACTION CAUSE RELIABILITY IMPROVES AFTrER FAILURE

C', F8.6)
5000 WRITE(30,3080) N.PIASE
3030 FORMAT('-' .T48,'NUN'BER OF PHASES IN THE SIMULATION ',12)

WRITE(30,3090)
3090 lOP'!MAT( '0' ,T42, 'PHiASE NUMBER' ,T39, 'NUMBER OF FAILURES IN THE, Fir~sc

C PHASE')
DO 3110 M,11,NPHASE
WRITE(30,3100) M,NFAPH(Ml)

3100 FORMAT( ',T43,I2,T73,I2)
3110 CONTINUE

WRITE(30,3120) NFAIL
3120 FORM4AT('O',T51,'TOTAL NUMBER OF FAILURES ',14)

IF(DISOPT.EQ.2) GO TO 3160
WRITE(30,3130)

3130 FORkMAT('-',T38,'DISCOUNTING PERFORMED USING TILE CONSTANT FRACTION
C METHUD ')
WRITE(30,3140) R

* ~3140 FORtIAT'O' ,T44,'FRACTION EACH FAILURE IS DISCOUJNTED ' ,F3.6)
W11RITE(30,3150) N

3150 FORMAT(' ',T33,'NUMBER OF TRIALS AFTER A FAILURE BEFORE A DISCOUNT
C IS APPLIED ',14)
GO TO 3190

3160 WRITE(30,3170)
3170 F0RMlAT('-',T44,'DISCOUNTING PERFORMED USING THE LLOYD METHOD')

WRITE( 30,3180) GAMA
3180 FORiMAT('O',T39,'PERCENT C.I. ( USED AS DISCOUNT FRACTION ) ,F8.6

-' C)

WRITE(30,3185) LDI
3185 FOPMAT('O' ,T50,'LLOYD DISCOUN4T INTERVAL: ',13)
3190 WRITE(30,3200) USEEDI
3200 FOPMAT'C-',T46,'RANDOM NUMBER SEED USED ',F15.2)

WRITE(30,3210) NREP
3210 FORNAT('O' ,T37,'NUMBER OF REPETITIONS OF THE SIMULATION PERFORMED

C' ,17)
WRITE( 0, 3220)

*3220 F(.)RMIAT( '1I' ,T61,'ESTIMATOR:
* WRITFE( 310, 3230j

3230 FORM,'AT( '0 JT48, 'SINGLE PHASE MLE WITHOUT DISCOUNTING')
WRTTE(30,3240)

3240 FORMIAT( '-' ,T60, 'MEAN' ,T53, 'ES*lIATE' ,T109, '95 %
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WRITE( 30,3230) 1
3250 FORMAT(' J 12, 'PHASE NUMBER' JT29, 'AC7h'AL REITAABTLTTY' ,T52, 'FEDI(,

CTED RELIABILITY' ,T78, 'STANDARD DEVIATrION? ;,T1O1, 'CON.FIDENC:' INrE,,vA
CL')

C COMPUTE C. I. FOR SINGLE PHASE NLE

DO 3270 ,1=1,NPI[ASE
Cl (1. 96"*MLESP(4,M))/SQRT(XNREP)
CIU -MLESP(3,M) +4 CI
GIL N LESP(3,M) - Cl
WRITE(30,326O) M,AREL(,M),M11ESP(3,M'),MLFSP(4,'I-,CIL,CIU

3260 FORMIAT('O',T17,I2,T34,F8.6,T58,F8.6-,T82,F9.6,T99,'( ',F8.6,' ,',F

C3.6,')'
3270 CONTINUE

WRITE( 30,3220)
WRITE( 30,3280)

3280 FORlMAT('0',T42,'MAX LIKELIHOOD ESTIMATE USING DISCOUNTED FAILURES'

C)IE(0320
RITE( 30,3240)

C COMIPUTE C. I. FOR MLE WITH DISCOUNTING

DO 3290 M=1,NPHASE
CI = (1. 96*MLEWD(4,M))/SQRT(XNREP)
CIU = MLEWD(3,M) + CI
CIL = MLEWD(3,M) - CI
WRITE(30,3260) M,AREL(M),MLEWD(3,M),MILEWD(4,M1),CIL,CIU

3290 CONTINUE
WRITE( 30,3220)
WRITE( 30,3300)

3300 FORMAT('0',T38,'WEIGITED AVERAGE ESTIMATE USING FAILURE DISCOUNTIN
CG')
WRITE( 30,3240)
WRITE(30 ,3250)

C COMPUTE C. I. FOR WOODS WEIGHTED AVERAGE ESTIMATES

DO 3310 M1-=I,NPHASE
CI =(1. 96*EST(4,M))/SQRT(XNREP)
(MU =EST(3,M) + CI
CIL =EST(3,M) - CI
WRITE(30,3260) M,AREL(M),EST(3,Mt),EST(4,M'),CIL,CIU

3310 CONTINUE

WRITE( 30,3220)
WRITE( 30,3320)

3320 FORMAT('O' ,T43,'REGRESSION ESTIMATE USING DISCOUNTED FAILURES')
WRLTE( 30,3240) e

WRITE( 30,3250)

C CO1MPUTE C. I. FOR EXPONENTIAL REGRESSION ESTIMATES

DO 3330 M=1,NPHASE
CI = (1. 96*-REGEST(4,M1))/SQRT(XNREP)
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CIU = REGES'r(3,M) + CT
CIL = REGEST(3,M) - CI
WRITE(30 ,3260) M1,AREL(M),REGEST(3,M1),REGEST(4,,M),CIL,CIU

3330 CONTINUE
WRITE( 30,3340)b

3340 FORMAT('1' ,T59,'RECAPITULATION,'//)
WRZITE( 30,3350)

3350 FORNIAT('-',T3,'PH[ASE',T11,'ACTUAL' 'T28,'MEAN',T38,'EST',T53,'MEAN'
C,T63,'EST' ,T78,'MkEAN' ,T88,rESTI ,T103,'HIEAN' ,T113, EST')
WRITE( 30,3360)

3360 FORMAT(' ' ,Tl1 I 'RELIAB' ,T28-,'WGT' ,T368,'SED' ,T53j'MLE' ,T63,'STLD',T7
C7,'PI{ASE',T88, STD' ,Tl03,'REG',TI13,'STD')
WRITE( 30,3370)

3370 FORMAT(' ' ,T28,'AVG' ,T35,'DEVIATION' ,T53,'Wi/D' ,T60,'DEVIATION~' ,T78
C,'ML11E' ,T85,'DEVIATION' ,T103,'EST' ,TIIO,'DEVIATIUN') 4
WRITE( 30,3375)V

3375 FORMAT(' ',T28,'EST'/)
DO 650 I=1,NPHASE

WRITE(30,3380)T,AREL(I) ,EsTr(3,i) ,ESTr(4,I) ,MLEWD(3,I) ,MkLEWD)(4,I) ,
C~1ESP3,) ,'ILSP4,i PEGEST(3, T) ,REGEST(4,I)

3380 F0FtIAT( '0',T4,I3,TII,F7. 6,TZ6.F7. 6,T36,F7. 6,T51,F7. 6,Tr)i,F7. 6.T76,
C F7. 6,T3u6,F7. 6,T1OI,F7. 6,Tlll,F7. 6)

650 CONTINUE
GO TO 6000

4000 WRITE(30,4010)
4010 FORMAT(lX,//,T50,'FIXED PHASE RELIABILITY OPTION')

WRITEC 30,4020) .I4020 FORMxAT( '-' ,T38, 'PHASE NUMBER',T78, 'ACTUAL RELIABILITY') *
DO 4030 M=I,NPHASE s

WRITE(30,4040) M,AREL(M)
4040 FORMAT( '0 ,41,I2,T83,F8. 6)-
4030 CONTINUE

GO TO 5000
6000 CONTINUE

STOP
END
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APPENDIX C. GRAPHICAL RESULTS

This appendix contains the results of many of the various runs done with the sim-

ulation. These results appear in tabular format in the output file but have been reduced

to graphical form for ease of understanding. Below each graph of the estimates produced

by the growth models are graphs of the standard deviations of each estimate by phase.

4 This appendix is ordered by reliability growth pattern with Pattern I first and the re-

mainder following sequentially.
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